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While detecting and interpreting temporal patterns of nonverbal behavioural cues in a given context is a nat-
ural and often unconscious process for humans, it remains a rather difficult task for computer systems. Nev-
ertheless, it is an important one to achieve if the goal is to realise a naturalistic communication between
humans and machines. Machines that are able to sense social attitudes like agreement and disagreement
and respond to them in a meaningful way are likely to be welcomed by users due to the more natural, effi-
cient and human‐centred interaction they are bound to experience. This paper surveys the nonverbal behav-
ioural cues that could be present during displays of agreement and disagreement; discusses a number of
methods that could be used or adapted to detect these suggested cues; lists some publicly available databases
these tools could be trained on for the analysis of spontaneous, audiovisual instances of agreement and dis-
agreement, it examines the few existing attempts at agreement and disagreement classification, and finally
discusses the challenges in automatically detecting agreement and disagreement.
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1. Introduction

Agreements and disagreements occur daily in human–human in-
teraction, and are inevitable in a variety of everyday situations.
These could be as simple as finding a location to dine and as complex
as discussing notoriously controversial topics, like politics or religion.
Agreement and disagreement are frequently expressed verbally, but
the nonverbal behavioural cues that occur during these expressions
play a crucial role in their interpretation [1]. This is naturally the
case for agreement and disagreement as well as most facets of social
attitudes like for instance politeness, flirting, or dominance [2].

A social attitude can be defined as the tendency of a person to be-
have in a certainway toward another person or a group of people. Social
attitudes include cognitive elements like beliefs, evaluations, opinions,
and social emotions [3]. Agreement and disagreement can be seen as so-
cial attitudes: if two people agree then thismeans that they have similar
opinions, which usually entails an alliance, a commitment to coopera-
tion, and amutually positive attitude. In contrast, if two people disagree,
this typically implies conflict, non-cooperation, and mutually negative
attitude. Machine analysis of nonverbal behavioural cues (e.g., blinks,
smiles, head nods, folded arms, etc.), has recently been the focus of
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intensive research, as surveyed by Pantic et al. in [4,5]. Similarly, signif-
icant advances have beenmade in the area of affect recognition (for ex-
haustive surveys, see [6,7]). However, research efforts on the machine
analysis of social attitudes and social signals, signals that provide infor-
mation about “social facts” are still at a rather early stage [4,2,3]. A few
attempts have been made into, for example, recognising roles in multi‐
party meetings [8], identifying the political stance a participant holds in
a debate [9], analysing social attitudes like interest [10–13], agreement
and disagreement (see Section 6) among others.

Despite the commonly held knowledge that agreement and dis-
agreement are expressed nonverbally with head nods and head shakes,
respectively, there is little evidence that these attitudes are associated
with specific behavioural cues. Like the expression of emotions [1]
and most interpersonal attitudes [2], the communication of agreement
and disagreement is likely to be of a multimodal nature. The issue is
twofold: information about agreement and disagreement could be
“encoded” in the different components of the multimodal signal and
the perception of any of these components in isolation (words, facial ac-
tion units, gestures, head movement, fundamental frequency, etc.) al-
lows the retrieval of the meaning. This reasoning follows the principle
of robustness [4], whereby the same information is believed to be
encoded in separate components to increase efficiency of transmission
if one of these components fails to operate appropriately [5].

Alternatively, the information about agreement and disagreement
may be encoded in one component of the signal, the other components
being devoted to other functions, for instance making the signal more
efficient at influencing perceivers or transferring additional information.
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Table 1
Cues of agreement. For relevant descriptions of AUs, see FACS [36].

Cue Kind References

Head nod Head gesture [26,16,27,18,28–31]
Listener smile/lip corner
pull (AU12, AU13)

Facial action [18,32,28]

AU1+AU2+head nod Facial action, head gesture [17,33]
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This view implies thatmultimodal signals conveymultiplemessages [5].
To our knowledge, there is no data available that allows a direct test of
these two explanations. However, recent theoretical developments sug-
gest that multimodal signals are particularly efficient at solving the ro-
bustness problem while at the same time increasing information flow
via an optimal set of correlations between the different components
and communication channels [4]. The bottom-up approach advocated
in this paper follows from the reasoning that strong correlations be-
tween agreement/disagreement and nonverbal cues could make it pos-
sible to detect these attitudes on the basis of associated clusters of
audio-visual cues.

There is no overview available, to the best of our knowledge, of the
nonverbal behavioural cues exhibited during agreement and disagree-
ment, and any relevant literature in social psychology is at best scarce.
This work1 attempts to fill this gap and to be the first step towards
our eventual objective: creating a system that can automatically detect
these relevant behavioural cues, and detect agreement or disagreement
based on both their morphology (i.e., presence and intensity) and tem-
poral dynamics (i.e., timing, frequency and duration).

Note that we are interested only in those cues that can be detected
using a monocular audiovisual data capturing system. The main rea-
son for this choice is the fact that the average user has a monocular
camera connected to their computer system and hence, any output
from this research will be directly applicable in standard user applica-
tions, without the need for additional and expensive equipment (such
as biosensors, thermal cameras, etc.). Furthermore, it will be possible
to directly apply the research findings for automatically analysing and
detecting agreement and disagreement in television data, e.g., for the
summarization of televised political debates.

This paper attempts to organize a diverse, multi‐disciplinary and
complex literature that spans Social Psychology, Computer Vision,
Machine Learning, and Social Signal Processing. The selection of pa-
pers discussed in this work often relied on established specialized
surveys (e.g. pose estimation, social signal processing, human motion
analysis). When that is the case, the reader is always referred to said
survey for more information. Sections 2 and 3 involved a wide search
for any available papers in psychology that referred to agreement and
disagreement. Section 5 involved an extensive search for each cue in
the Computer Vision and Machine Learning literatures.

In Section 2 we present the definitions of agreement and disagree-
ment that we will be using, and discuss a typology of (dis)agreement
expressions that should be used for the purpose of their automatic
analysis, as well as the possibility of treating (dis)agreement in a di-
mensional approach. Social psychology literature regarding (dis)
agreement only provides information about the morphology of be-
havioural cues in relation to agreement and disagreement, and has
not yet presented concrete conclusions about the relevant impor-
tance and dynamics of such cues in relation to these social attitudes.
We discuss these nonverbal behavioural cues that are relevant to de-
tect agreement and disagreement in Section 3. This discussion serves
as a starting point for the researcher who wants to utilise existing
computation models, or to build new ones, towards the analysis of
multicue dynamics in expressions of (dis)agreement, as well as the
challenging task of the detection of such expressions. In Section 4
we present a list of databases rich in spontaneous (dis)agreement ep-
isodes, which could be used as a source of data for training such com-
putational models. A number of tools that can be either adapted or
used as‐is to detect the (dis)agreement‐relevant cues in such data
are presented in Section 5. In Section 6, we discuss the progress
1 This paper is an extension of [14], which was published in ACII'09. This paper is
more complete in many ways: it presents a more thorough list of relevant cues; it dis-
cusses these cues in much more detail, and under the prism of culture; it presentsa lot
more tools that can be used for the automatic detection of cues; the discussion on da-
tabases is a lot more detailed; there is a separate section for systems that have dealt
with agreement and disagreement; and a separate section that deals with challenges.
made towards the automatic detection of (dis)agreement, which is
so far limited to recognition of the attitudes in pre‐segmented epi-
sodes. Finally, in Section 7 we discuss the challenges towards the au-
tomatic detection of (dis)agreement.
2. Agreement and disagreement

Distinguishing between different kinds of agreement and disagree-
ment is difficult, mainly because of the lack of a widely accepted defini-
tion of (dis)agreement [1]. However, the definition of (dis)agreement
for the purpose of automatic detection needs to be a simple, yet con-
crete one. Poggi et al. [15] define agreement as the belief one holds
that one is having the same opinion as one's interlocutor(s). We adopt
this definition and similarly, we define disagreement as the belief one
holds that one is having the opposite opinion as one's interlocutor(s).
The communication of either belief via a speech act and/or nonverbal
behavioural act is what we will assume in this work to be an expression
of agreement and disagreement respectively. We emphasise, at this
point, that we only consider agreement and disagreement that involve
congruency or contradiction of opinions and not, for example, goals or
emotions. Within this definition, it is important to keep in mind that
agreement and disagreement can be an initial state in an interaction,
or the product of a change of opinion due to this interaction, such as
the case of being persuaded by another interlocutor.

With the task of automatically detecting expressions of agreement
and disagreement in mind, we distinguish among three ways one
could express these social attitudes with:

• Direct Speaker's (Dis)Agreement: A speaker uses specific words that
convey direct (dis)agreement, e.g., “I (dis)agree with what you
have just said”.

• Indirect Speaker's (Dis)Agreement: A speaker does not explicitly
state his or her (dis)agreement, but expresses an opinion that is
congruent (agreement) or contradictory (disagreement) to an opin-
ion that was expressed earlier in the conversation.

• Nonverbal Listener's (Dis)Agreement: A listener expresses nonverbally
her (dis)agreement to an opinion that was just expressed. This could
be via auditory cues like “mm hmm” or visual cues like a head nod or
a smile [16]. (For a full list of the nonverbal cues that can be displayed
during (dis)agreement, see Tables 1 and 2.) In this last case the expres-
sion is more ambiguous, since the meaning of nonverbal behavioural
cues is not as specific as that of words, yet it is equally, if not more, im-
portant and should not be ignored. Ekman [17] talked about listeners'
expressions of agreement and disagreement, mentioning that they
are different from the speaker's expressions. Argyle [18] specifically
discussed the fact that speakers attend to listeners for nonverbal sig-
nals that not only serve as feedback to the process of the conversation,
but also as an expression of the listeners' opinion. Seiter et al. [19–21]
have specifically discussed the importance of listeners' expressions of
disagreement particularly in the context of televised political debates.
AU1+AU2+smile
(AU12, AU13)

Facial action [17,33]

AU1+AU2+agreement
word

Facial action, verbal cue [17,33]

Sideways leaning Body posture [27,34,18]
Laughter Audiovisual cue [1]
Mimicry Second‐order vocal and/or

gestural cue
[18,27,35]



Table 2
Cues for disagreement. For relevant descriptions of AUs, see FACS [36].

Cue Kind References

Head shake Head gesture [29,18,27,19,17,20,28]
Head roll Head gesture [17,28]
Cut off Head gesture [30]
Lip bite (AU32)+head shake Facial action,

head gesture
[28]

Ironic smile/smirking
[AU12 L/R (+AU14)]

Facial action [17,37,18,19]

Eyebrow raise (AU1+AU2)+… Facial action [17]
…[AU10 and/or AU15 and/or
AU17 and/or AU43]

“Mock astonishment”
[AU1+AU2+(AU5 and/or AU26)]

Facial action [17]

Barely noticeable lip‐clenching
(AU23, AU24)

Facial action [30]

Cheek crease (AU14) Facial action [28]
Lowered eyebrow/frowning (AU4) Facial action [20,30,33,18,19]
Lip pucker (AU18) Facial action [30]
Slightly parted lips (AU25) Facial action [30]
Mouth movement (preparatory for
speech) (AU25/AU26)

Facial action [17]

Nose flare (AU38) Facial action [28]
Nose twist (AU9 L/R and/or AU10 L/R
and/or AU11 L/R)

Facial action [38,28]

Tongue show (AU19) Facial action [30]
Suddenly narrowed/slitted eyes
(fast AU7)

Facial action [30]

Eye roll Facial action/gaze [29,19–21]
Gaze aversion Gaze [16]
Clenched fist Hand action [28,30]
Forefinger raise Hand action [28]
Forefinger wag Hand action [28]
Hand chop Hand action [28]
Hand cross Hand action [28]
Hand wag Hand action [28,39,30]
Hands scissor Hand action [28]
Arm folding Body posture [34,28,30]
Large body shift Body action [30]
Leg clamp Body posture [28]
Head/chin support on hand Body/head

posture
[34,28,30]

Neck clamp Hand/head
action

[28]

Head scratch Head/hand
action

[28]

Self‐manipulation Hand/facial
action

[30,28]

Feet pointing away Feet posture [30]
Sighing Auditory cue [21]
Throat clearing Auditory cue [30]
Delays: delayed turn initiation, pauses,
filled pauses

Second‐order
auditory cue

[22,40,23,41,1,42]

Utterance length Second‐order
auditory cue

[1,41]

Interruption Second‐order
auditory cue

[42,9]

205K. Bousmalis et al. / Image and Vision Computing 31 (2013) 203–221
In addition to these expressions, disagreement may be viewed as a
dispreferred activity, and a weak agreement could actually be a pref-
ace to an act of disagreement [22,23]. Moreover, agreement and dis-
agreement could both be manifested at different levels, such as
‘enthusiastic’, ‘reluctant’, or ‘unwilling’ [24,15]. These should be kept
in mind while trying to automatically detect (dis)agreement, and
should be topics of further research by both social psychologists and
computer scientists. A researcher of this topic, should try, at these
early stages of research on automatic (dis)agreement analysis, to col-
lect as homogenous data as possible, without sacrificing their sponta-
neity. As such factors make the problem of (dis)agreement analysis
truly complex, in this work we will not consider different levels of
(dis)agreement as a dispreferred activity.

Apart from discussing (dis)agreement in terms of different levels,
i.e. a categorical approach of describing these social signals, (dis)
agreement could be described in a dimensional approach [25]. In
this approach, social signals are not independent from one another;
rather, they are related in a systematic manner. Related work on de-
scribing emotions in a dimensional approach suggests that the major-
ity of variability is covered by two dimensions: valence and arousal.
The valence dimension refers to how positive or negative the emotion
is, and ranges from unpleasant to pleasant feelings. The arousal di-
mension refers to how excited or apathetic the subject experiencing
an affective state is, and ranges from boredom to excitement. It is pos-
sible to describe different levels of agreement and disagreement in
terms of valence and arousal, however there is no such study yet
that could provide such mappings. Another way of approaching this
would be to treat (dis)agreement as one dimension of its own, as a
continuous signal that ranges from strong disagreement to strong
agreement. Section 7 outlines some of the challenges in the automatic
detection of agreement and disagreement when it is approached in a
dimensional and not a categorical way.

3. Cues of agreement and disagreement

We summarize, in this section, cues that could prove helpful in
detecting (dis)agreement in natural encounters. Tables 1 and 2 list
all cues that could be present during an agreement and a disagree-
ment act based on the Social Psychology literature. It will become ev-
ident in this section, that as mentioned earlier, the combination and
temporal dynamics of such cues will most likely be the key to identi-
fying episodes of (dis)agreement, since most cues individually might
have various, often opposite, interpretations. Rating studies based on
data extracted from databases rich in spontaneous episodes of (dis)
agreement, such as the ones presented in Section 4, are currently
being conducted in order to establish the discriminative power of
such combinations and their temporal characteristics, as well as
their impact on human judgements.

One will also notice that our focus is primarily on nonverbal audio-
visual cues, excluding, but not ignoring linguistic cues. There are a
number of reasons for this choice. Most of the nonverbal cues we
present are either universally performed or at least universally
comprehended, without the necessity for common language. In
many cases, as was suggested by Givens [30], there is an evolutionary
and neurological explanation for associating the presented cues to
(dis)agreement, such as the nod, the shake, the lip pucker, and throat
clearing, among others. Analysis of lexical cues would probably help
with (dis)agreement detection and a developer of such a system
might want to include such cues, but these would largely depend on
culture, language and even dialect, and would not prove particularly
helpful with nonverbal listener's (dis)agreement, where we would
expect to find richer nonverbal expression [16]. Cunningham et al.
[24] also found that nonverbal cues, like rigid head movements
were sufficient in human recognition of posed expressions of (dis)
agreement, with non‐rigid facial actions playing a lesser, but still sig-
nificant role. Hence, at this stage, lexical cues are deemed out of scope
for this work. However, the interested reader is encouraged to read
the relevant work by Shriberg and colleagues, such as [41,40] (see
also Section 6).

3.1. Backchannel cues

Ekman [17] specifically states that although emotional expres-
sions during conversations are a reaction to the “affective content”,
they can also relate to the feelings regarding the nature and progress
of the discussion. During a natural conversation, the participants,
when in a listener's role, tend to continually give feedback as a
means to facilitate floor‐appointment, confirm their involvement, or
even assess the quality of the conversation itself. The cues used for
such feedback are called backchannel cues.
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Brunner [32] specifies that there are three levels of meaning a feed-
back backchannel could have, with the higher level implying and
containing the lower ones. These are: Level 1—Involvement, Level 2—
Level of understanding, Level 3—Actual response, e.g., (dis)agreement.

Therefore, if a feedback backchannel communicates (dis)agree-
ment, it also communicates a high level of understanding, and of
course active involvement in the conversation. Argyle [18] supported
this view by stating that backchannel signals may indicate attention
and understanding, provide feedback like agreement, or be a part of
mimicry, which in turn could itself signify agreement.

Therefore, agreement and disagreement could be conveyed using
backchannel signals and it could be argued that most of the implicit
nonverbal cues of (dis)agreement we will examine are of this sort.
This means that their polysemic nature should be taken into account
in the process of automatic analysis towards the detection of (dis)
agreement. For example, smiles, nods and shakes, some of the most
important (dis)agreement cues, are also some of the most common
backchannels [32,18,16]. However, it is important to keep in mind
that their expression during a conversation does not necessarily sig-
nal (dis)agreement, but could instead simply convey the level of in-
volvement and/or understanding.
3.2. Facial actions

ActionUnits (AUs) are atomic facial signals, the smallest visually dis-
cernible facial movements. FACS [36], a widely usedmethod formanual
labelling of facial actions, defines 9 upper face AUs, 18 lower face AUs,
and 5miscellaneous AUs. FACS also provides the rules for segmentation
of AUs' temporal phases (onset, apex, and offset) in a face image se-
quence. Using FACS, human coders can manually annotate virtually all
visible facial display, decomposing it into the AUs and their temporal
segments that produced the display. As AUs simply describe facial mus-
cle movements, they are independent of interpretation, and hence they
can be used to describe expressions of different attitudes.

For example, Listener Smiles are rather indicative of agreement,
but, as backchannels, they could have different meanings [32,38].
Brunner [32] argues that smiles act on the third backchannel level,
i.e., they provide a positive response to what is being said, they pro-
vide acknowledgment of understanding, and keep the listener in-
volved in the conversation.

Ironic smiles are a result of a conflict between two sets of muscles
and therefore are not as naturally occurring as benign smiles and can
be used to display disagreement [17,37,18,19]. Similar to the ironic
smile is the Cheek Crease, during which a lip corner is pulled back
strongly, deliberately distorting a smile to convey sarcasm [28].
These cues seem to be present in expressions of both posed and spon-
taneous disagreement [28,21].

Equally important for (dis)agreement detection are the eyebrows.
Although Ekman [17] does not specifically mention that eyebrow ac-
tions are backchannel signals, he distinguishes between emotional
expressions and conversational actions as the two types of facial so-
cial signals, and specifically discusses how the eyebrows can play a
part in a number of different displays that can serve as a communica-
tive or expressive function. Since Eyebrow Raise—AU1+AU2 and
Frowning—AU4 are the easiest eyebrow movements to perform,
they are often used in combinations with other cues to convey differ-
ent meanings. They will also exhibit different temporal dynamics
(onset, duration, offset) between, for example, their usage as part of
emphatic actions and as part of an emotional expression. Ekman sep-
arates speaker and listener eyebrow movement, noting that
AU1+AU2 and AU4 are some of the most frequent facial batonic
and emphatic actions used by a speaker.2
2 Referring to western cultures.
Eyebrow actions seem to be more directly relevant to disagree-
ment when performed by the listener. Both AU1+AU2 and AU4 can
be used to show disagreement, doubt, uncertainty, or figurative lack
of understanding and disbelief at what is being or has been said
[33,17,19,20,30]. In this case, AU1+AU2 will be used in conjunction
with other actions: lowering of the lip corners (AU15), relaxation of
the upper eyelids (AU43), raising the chin (AU17), raising the upper
lip (AU10), and/or head rolling (see Section 2). In the case of a
“mock astonishment”, AU1+AU2 is combined with the raising of
the upper eyelids (AU5) and a jaw drop (AU26) with abrupt onsets
and long durations [17]. AU1+AU2 could be used in a conversation
to convey disagreement with what is being said by the current speak-
er, but it could also be used to convey agreement when combined
with other agreement cues and specifically a smile (AU12), a head
nod, or an agreement utterance (e.g., “um-humm’) [33,43]. Finally,
AU1+AU2 could serve as an interrogative function, even if the verbal
content is not a question per se [17]. Chovil [38] discusses that AU4
could also occur in a number of different functions, including anger,
frustration, puzzlement, difficulty, etc. Since the expressions of
many of these are believed to accompany displays of disagreement
[44,42,19], AU4 could easily be identified as a cue for disagreement.

Another cue that could prove useful in spotting disagreement is
listener's Speech Preparatory Movement—AU25/AU26 which might
signal that the listener wants to respond to what is being said, but
presumably might not do so out of politeness [17,22,23]. This is in
agreement with Givens [30] arguing that a sudden appearance of
Slightly Parted Lips—AU25 is a strong signal of nonverbal listener's dis-
agreement. However, the intention movement of speech preparation
may be interpreted differently according to people's status/role.

Givens also considers a Lip Pucker—AU18 to be an unconscious and
first sign of disagreement, as quarrelsome words start forming in the
brain. Nose wrinkling or Nose Twist, as referred to by Morris [28],
could also be used to convey disagreement; Chovil [38] specifically
states it may be used by a listener to reject a proposal by the current
speaker.

The Tongue Show—AU19 can serve as a “sign of unspoken dis-
agreement, disbelief, disliking, displeasure, or uncertainty” [30],
even if a co‐occurring verbal remark signifies agreement. The Nose
Flare—AU38, a result of the contraction of the muscles on either side
of the nose, which is often accompanied by a sharp intake of air is
one more possible cue of disagreement, as is the Lip Bitewhen accom-
panied by a head shake [30,28].

3.3. Head gestures

Head gestures are crucial cues conveying various social signals, yet
they have not been studied as much as facial actions. In agreement
and disagreement, specifically, head nods and shakes respectively
seem to be the most prevalent and straightforward cues, with nods
intuitively conveying affirmation and shakes negation.

Although a Head Nod is believed to be a nearly‐universal indication
of agreement, it could, as a backchannel signal, serve a variety of mean-
ings and functions depending on the number of cycles, amplitude and
duration, the co‐occurring cues, and the context of the interaction
[26,28,27,45,31]. For example, nods usually have an affirmative mean-
ing if they contain a high amplitude and number of cycles, whereas
smaller, one‐way nods usually serve as signals of involvement in the
conversation [16,18]. Nods could also beused asmeans to allow the cur-
rent speaker to continue talking, as feedback to the speaker, or even as
an attempt to obtain the floor, especially if they are rapid [33,46,18].

Poggi et al. [31] extensively analysed 50 nod cases as they naturally
occurred in the course of political debates from the Canal9 Database of
Political Debates [47], and suggested a typology of nods, which seems
to share many commonalities with Ekman's [17] analysis of the eye-
brows. Speaker nods seem to have a batonic/emphatic character when
they occur in synchrony with speech or with hand gestures, whereas



3 However, it is specifically discredited by Bull himself [50] as a weaker sign of
agreement.
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listener's nods include all levels of backchannel signals as outlined in
Section 2. Moreover, speaker's nods can serve as an interrogative func-
tion, when combined with AU1+AU2 or tilted head. Listener nods are
more likely to occur before the speaker's utterance completion, and
combined with the cultural‐dependent backchannel vocalisations, like
‘mhm’ in North America, they can be a third‐level backchannel and sig-
nify agreement [16]. Poggi et al. [31] overall suggest 12 distinct types of
listener's nods, most of which are agreement‐related — approval, per-
mission, submission, thanks, agreement, confirmation etc. The excep-
tion is the ironic agreement type attributed to a nod combined with an
asymmetric smile (AU12 L/R), which by itself is considered a cue of dis-
agreement as noted in Section 1. The possibility of a negative meaning
conveyed by this otherwise strong indicator of affirmation and agree-
ment is also confirmed by Rosenfeld et al. [48,16], who also suggest
that when a listener's nod occurs in the middle of a speaker's sentence
it could also signify impatience.

Along with the head nod, the head shake is considered one of the
most well recognizable head gestures [28,49]. A Head Shake could
specifically mean the refusal or reluctance to believe what is being
said [26,39,17], but Kendon shows in his extensive study of the ges-
ture [49] that, like head nods, there are more than one meanings
that could be attributed to a head shake, depending, as in the case
of nods, on the amplitude, number of cycles and duration. Hence, al-
though head shakes can have a dissenting meaning, they could also
be part of a speech dysfluency, a question, or laughter among other
displays [18,27,49,30]. In many cultures, including Bulgaria, Greece
and Turkey, throwing the head back, the direct opposite of the nod,
is the dissenting head gesture, which according to Jakobson [39]
may communicate disagreement.

Other important head gestures for disagreement detection could be
the Head Roll, the action of repeatedly tilting the head left and right ex-
pressing doubt. Although Morris [28] specifies that this gesture, al-
though universally understood, is not performed by many western
cultures, Ekman [17] seems to have noticed the combination of the
head roll with AU1+AU2 to signify disbelief and incredulousness with
the speaker's words in Northern Americans and therefore, at least in
many of the European countries.

Head movements associated with disagreement may originate in
actions that drive the head away from an undesired source. These
movements have later generalized to expressions of negativity. Such
a movement is the Cut Off, which is described by Givens [30] as a
form of listener gaze aversion in which the head is abruptly turned
away to one side and may indicate uncertainty or disagreement
with what is being said. As with all other cues discussed in this sec-
tion, it is the combination and temporal interaction of such gaze aver-
sion movements with other cues that will probably allow the
automatic identification of disagreement from e.g. disinterest or un-
certainty, in this case.

3.4. Hand and body gestures

Although facial actions and head gestures will most likely be more
useful and generic as they tend to appear more frequently in existing
databases, there are a number of other cues that are not less impor-
tant and could be helpful to the detection of agreement and disagree-
ment. For instance, Givens mentions that the Adam's-apple Jump is an
“unconscious sign of emotional anxiety, embarrassment, or stress”,
that could be caused to a listener due to strong disagreement with a
speaker [30].

The Forefinger and HandWag, during which an erect forefinger or a
hand with the palm outwards, respectively, is wagged from side‐to‐
side has a dissenting meaning [39,28]. The hand wag is local to Cen-
tral Europe and the equivalent to the Forefinger Raise in Eastern Eu-
rope, the movement of the raised index finger perpendicular to the
line of the shoulders, often pivoted on the elbow [39,28]. The Hand
Cross is simply a two‐handed version of the hand wag, i.e. both
hands, palms outwards, are wagged from side‐to‐side. The Hand
Chop is the action during which a hand imitates an axe, and the
Hand Scissor is the action during which the hands imitate the blades
of a pair of scissors, with the hands starting crossed and suddenly sep-
arating as they move outwards. Morris [28] mentions that both are
often used unconsciously during a heated discussion. extbfArm Fold-
ing is widely known as signifying a defensive attitude and could also
signify disagreement, for example, in situations where one is being
verbally attacked in a heated argument [34,30,28]. The Leg Clamp is
the action during which a crossed leg is clamped by the hands. Al-
though it is not specifically linked to disagreement, it signifies stub-
bornness, as if the conversation participant was saying: “My ideas,
like my body, are clamped firmly in position and will not budge an
inch” [28]. Similarly, the Neck Clamp and the Clenched Fist signal
anger with what is being said. The positioning of the feet (Feet‐
pointing) might also play a role in disagreement as there have been
observations that for example, jurors unconsciously point their feet
away from solicitors they disagree with [30].

However, body postures are considered more fundamental as
mood signs than are leg and arm postures [30]. Body posture and po-
sition relative to others is important, as, for example, one can show
agreement, liking, or loyalty by aligning the upper body with some-
one one agrees with, or angle away from people one dislikes or dis-
agrees with [30]. Sideways Leaning, for instance leaning on a wall
due to relaxation is referred to as an agreement cue by Bull [34] and
Argyle [18]. 3 On the contrary, turning the spinal column away from
the person seated beside oneself is “a reliable – and wholly uncon-
scious – sign of disagreement, disliking, or shyness”, whereas Gross
Body shifts may also be used to explicitly convey disagreement [30].

Finally, a whole family of possible cues are the ones that could be
considered as unconscious Self‐manipulation, e.g., a finger on the lips,
massaging a hand, or a chin rub. These can provide self‐comfort when
politeness prevents a listener from expressing disbelief and disagree-
ment [28,30].

3.5. Auditory, second‐order and other cues

Cohen [1] states that Laughter could also increase the reliability of
any reasoning about detecting agreement. Laughter, however, could
also be directed at enemies or be part of disagreement or disliking
[30]. Possible audiovisual cues of similar nature are Sighing and Yawn-
ing, usually considered a sign of drowsiness or perhaps boredom,
which could also occur in certain cases as a sign of mild disagreement
[30,21]. Another very interesting cue is the Throat Clearing. Givens
[30] states that disagreement and uncertainty can act like chemicals
or food irritants and cause this cue. However, a conscious throat
clearing can be also used to announce somebody's presence or arrival.

The human communication system is fairly complex and it is un-
likely that receivers will form intricate representations of attitude
on the basis of a single cue. In fact, people most probably infer atti-
tudes like agreement by using a combination of such cues, or through
the perception of second order dynamic processes that involve these
cues. For example Mimicry is a mutual imitation of the interlocutor's
nonverbal behaviour and is believed to foster affiliation, agreement,
and liking [51]. Mimicking the other person's positive behaviour
such as nod or smile could therefore be interpreted as agreement;
while the presence of the cue on its own might just signal something
else, like submissiveness or interest.

(Dis)agreement could also be inferred by second order cues such
as interruption, delay in responding, or utterance length. For exam-
ple, Greatbach et al. [42] argued that disagreement can be stronger
if Interruptions/Overlapping Speech occur. However, there are also
cases where it has been shown that overlapping speech could be a
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cue for collaboration and agreement rather than confrontation [52].
Delays in responding could be characteristics of a dispreferred activi-
ty, such as a disagreement act [23,22]. In these two examples, it is not
the act of speaking or not speaking per se that conveys disagreement
but the act of violating implicit rules of turn-taking in a conversation.
Note, however, that there are certain cases where disagreement be-
comes the preferred activity, as is the case with responses to compli-
ments [53]. Finally, Utterance Length has been shown to be
particularly longer in disagreement than in agreement acts [1,41].

3.6. Discussion

Themost important conclusion to draw from this section is that no
single cue can be unequivocally matched to a social attitude. It will be
the temporal interaction of all these cues that will be able to allow us
to detect agreement and disagreement. Modelling this interaction is
not an easy task, as discussed in Section 7. Also, this section highlights
the importance of context and culture in the detection of agreement
and disagreement and how different combination of cues can mean
different things in different situations.

4. Relevant databases

In order to develop and evaluate automated systems capable of
detecting and analysing cues relevant to (dis)agreement, as described
above, and to further infer the presence of agreement and disagree-
ment based on this analysis, large collections of training and testing
data are needed. This data has to be recorded in naturalistic settings,
and be rich in both episodes of agreement and disagreement.

Televised political debates provide an interesting platform for
analysing agreement and disagreement‐related cues. Since the first
televised political debates of the 1960's, debates have become more
common, and the audience actually expects the participation of polit-
ical figures in them [21]. At the same time, the presentation of such
debates has evolved from a single‐screen approach to multiple split
screens, where every reaction each participant shows is available for
examination, regardless of who the speaker is. [19] Even if only a sin-
gle screen is used, the director of the debate will often use close‐ups
(a) Relatively–frontal
single–person shot

(b) Profile sin
shot

(d) Over view shot (e) Over view
an angle

Fig. 1. An example of the difficulty posed by the different kinds of shots and unconstrained
Database of Political Debates.
of the speaker or the listeners to give access to the nonverbal aspect
of their behaviour [54]. Research has suggested that those watching
the debates perceive as less likable the participants who attempt to
belittle a debate opponent via cues of nonverbal listener's disagree-
ment. Interestingly enough, political figures are still prepped to dis-
play certain cues for that purpose, and hence creating an interesting
case of acted agreement and disagreement in a natural context.

Canal93 [47] is an example of a database of political debates. The
database contains a total of 43 h and 10 min of 70 real televised de-
bates on Canal 9, a Swiss television network. There is always a mod-
erator and two sides that argue around a central issue, with one or
more participants on each side. Although this is a “political” debate
database, the participants are not always politicians, and the public
opinion does not matter to them as much as it would to career politi-
cians. Hence, instances of masked or acted (dis)agreement mentioned
above, are rare. Although the recording quality and resolution is suit-
able for behaviour analysis, including facial expression analysis which
requires relatively high‐resolution recordings, the debates are pre‐
edited in one feed and multiple camera angles are used, as one can
clearly see in Fig. 1. This means that not all participants are visible
at all times and there are times where the camera angle makes auto-
matic visual analysis of, e.g., facial actions very difficult. The database in-
cludes (a) manual and automatic audio speaker segmentation, i.e., all
speaker turns are identified with a label unique to each individual; (b)
the role of every speaker –moderator or participant – and the stance
each participant holds with respect to the central question of inter-
est; and (c) manual and automatic shot segmentation and annota-
tion, i.e., all camera angle changes are clearly marked as boundaries
of shots which are labelled as personal or other. Additional annota-
tion of agreement and disagreement episodes was done for [55].
The latter annotation, which is still under construction, currently
consists of 53 episodes of agreement, 94 episodes of disagreement,
and 120 neutral episodes of neither agreement nor disagreement.
These episodes feature 28 participants and they occur over a total
of 11 debates. They were selected on the basis of verbal content,
and thus, only episodes of direct and indirect agreement and dis-
agreement were included (see Section 2). As the debates were filmed
with multiple cameras, and edited live to one feed, the episodes
gle–person (c) Two–people shot

 shot from (f) Camera motion

environment, partially due to the fact that the participants are not seated, in the Canal9
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selected for this dataset were only the ones that were contained
within one personal, close-up shot of the speaker. These episodes
were also manually annotated for the head and hand gestures in
Tables 1 and 2. These annotations provide ground truth for these
gestures and can serve as means to readily evaluate the results of
automated detectors of such cues.

Group meeting recordings like the AMI and AMIDA Meeting Corpus3

[56] could also be useful for training and testing automated tools for
(dis)agreement detection as they capture instances of human–human
interaction, in which occurrences of (dis)agreement are frequent. AMI
consists of 100 h of meeting recordings by individual and room‐view
video cameras, as displayed in Fig. 2. The data, mostly centred around
the idea of role‐playing in a meeting with the purpose of designing a
new remote control, also includes output from a slide projector and a
smartboard. A rich set of annotations include transcriptions of themeet-
ings, dialogue act segmentation and labelling, topic segmentation and
labelling, summarization of each meeting, head and hand gestures in-
cluding nods and shakes, higher‐level activities (e.g., note‐taking), sub-
ject visibility (e.g., occlusion), manual head, face, mouth and hand
localization, and focus of attention. Most importantly for the task at
hand, the AMI corpus is annotated for agreement and disagreement
for the 20 out of 170 sessions–meetings for a total of 636 episodes of
agreement and 70 episodes of disagreement manifested by 80 partici-
pants. What is particularly interesting in the AMI annotation for (dis)
agreement is the fact that both the source and target of the (dis)agree-
ment can be analysed. For these 20 meetings, adjacency‐pairs of dia-
logue acts are identified and labelled as ‘Support/Positive Assessment’,
‘Objection/Negative Assessment’, and ‘Partial Agreement/Support’,
based on their verbal content. An adjacency‐pair is a pair of dialogue
acts A and B, the later of which, B, is an assessment of the earlier one,
A. B is then considered the ‘source’ and A the ‘target’ of this assessment.
If the target is an opinion, dialogue act B is an episode of agreement or
disagreement, per the definitions in Section 2. One issue with AMI is
the low quality of the video recordings and their potential for reliable
automatic facial expression analysis. Additionally, the participants are
often out‐of‐view, too close, or too far from the camera. However, this
corpus can still be used by using prosodic and gestural features for
(dis)agreement detection. AMI has been successfully used already for
examining (dis)agreement [57], and also for analysing dominance
[58], cohesion and leadership [59,60], among others.

AMIDA consists of 10 h of meeting recordings, designed under the
same principles as AMI. Although no similar annotations of (dis)
Fig. 2. A snapshot of all cameras in an AMI meeting. Top row: personal shots of
agreement expressions exist for AMIDA, it is equally rich in episodes
of agreement and disagreement and could be harvested by future re-
searchers for such episodes. The ICSI [61] corpus, another database of
meeting recordings, consists of 75 h of meetings, which however
were only recorded for audio.

The Green Persuasive Dataset3, the IDIAP Wolf Corpus and theMission
Survival Corpus are publicly available databases that could be used to de-
velop and test tools to automatically detect (dis)agreement. Although
explicit annotations of agreement and disagreement do not exist for
these databases, an interested researcher is expected to find plenty of
examples of (dis)agreement. The Green Persuasive Dataset was specifi-
cally recorded to induce and capture persuasion. The database consists
of 8 recorded instances of attempts by one strong pro‐green individual
to convince others to adopt a ‘greener’ lifestyle and, naturally, it includes
many instances of agreement and disagreement. Each discussion is a dy-
adic interaction and lasts from 25 to 48 min. The 8 participants are
recorded by different cameras which capture the face at a 45‐degree
angle, making it hard for, e.g., facial action unit detection. Annotations
include dimensional labelling of persuasiveness by both the persuadees
and third observers. The IDIAP Wolf Corpus [62] consists of audio-visual
recordings of groups of people playing a total of 15 competitive role‐
playing games for a total of approximately 7 h. The database features
36 different participants in four groups. It contains plenty of examples
of conflict, agreement and disagreement. The Mission Survival Corpus
[63] is an audiovisual database ofmulti‐partymeetings. The participants
were asked to reach a consensus onwhat items are essential for survival.
Given the intensive engagement required to reach a consensus, a large
number of (dis)agreement examples can be observed. The database
consists of 12 meetings featuring 4 participants each and for a total
length of approximately 6 h. Finally, 3D tracking of body activity –

head, hands and body fidgeting – is also publicly available.
Other naturalistic databases that might not explicitly be rich in ex-

amples of (dis)agreement can nevertheless be useful in training auto-
matic tools for detecting cues that could be relevant to (dis)
agreement. Human‐virtual character interaction recordings like the
SAL [3,65] and SEMAINE [3,66] Datasets could be used in this respect.
In SAL and SEMAINE, each user is recorded while interacting with an
emotionally‐coloured virtual agent, impersonated by an operator, hold-
ing a discussion of approximately 5 min each time. SAL consists of ap-
proximately 10 h worth of recordings, whereas SEMAINE, which
includes recordings from higher‐quality videocameras and micro-
phones, also consists of approximately 10 h of material. Annotations
each participant. Bottom row: snapshots from the two overview cameras.
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include categorical and dimensional labelling of emotions. Finally, these
databases could be annotated for episodes of agreement and disagree-
ment; given that the agents have different “personalities”, some are
bound to cause more agreement or disagreement than others. It is im-
portant to note, however, that although these are indeed recordings of
spontaneous behaviour, the agent impersonators are very much acting
out certain pre‐defined characteristics and could not be used for the
goal of analysing spontaneous expressions of (dis)agreement.

For an exhaustive overview of such databases that can further be
used for training detection tools for (dis)agreement‐relevant cues,
like facial expressions, see [6,7].

As evident in this section, and particularly Table 3, there is a lack of
data for (dis)agreement detection. As we discuss in Section 7, the
field of detection social attitudes in general will not be able to move
significantly forward without specialised datasets and a significant
annotation effort.

5. Face and gesture detection tools

Although in some cases detecting the cues in Tables 1 and 2 is rel-
atively straightforward, as is the case with cues that correspond to
Action Units, there are cues that are known to be hard to detect.
Two such examples are Arm Folding and Head and Chin Support on a
Hand [5]. However, there are known techniques that would be able
to detect most of the cues listed.

5.1. Facial action unit detection tools

When it comes to automatically detecting facial actions, significant ad-
vances have been made over the past ten years [78,74,86,77,70,79,82,83,
87] (for exhaustive overview see [6,7]). Table 4 lists a few examples of the
state‐of‐the‐art systems, omitting older ones that cannot detect combina-
tions of Action Units (AUs) and have not been tested on naturalistic data.

The AU detection systems that exist are usually divided up based on
the kind of features they use: geometric or appearance‐based. Systems
that rely on geometric‐based features usually employ the coordinates of
a number of fiducial facial points, such as in [86,77], whereas the ones
that use appearance‐based features such as [78,79] use features like
Gabor wavelets or Haar‐like features.

The most comprehensive works in automatic AU detection in terms
of the number of AUs detected are those of Koelstra et al. [82,83],
which detects a total of 30 AUs, and Vural et al. [79], which detects a
total of 31 AUs. Hence, these works detect most of the AUs defined in
FACS [36], including most of those that could be cues of (dis)agreement,
as evident in Table 4. The former work also enables the analysis of the
Table 3
Summary of the freely‐available databases that could be used for automatic (dis)agreement
ognition. In ‘Naturalness’ S stands for ‘Spontaneous’, textbfE stands for ‘Elicited’, and A for ‘

Databases

Canal 9 AMI/AMIDA ICSI

2009 2007 2003

Data availability
Agreement cases 53 656 Not public
Disagreement cases 94 70 Not public
Neutral cases 120 None Not public
Sessions annotated 11 16 Not public
Subjects represented 28 64 Not public

Rich in agreement and disagreement ✓ ✓ ✓

Naturalness S S S
Restricted motion N/A
Video quality High Low No video
Used by [55] [57] [40,41,64]
Reference [47] [56] [61]
temporal dynamics (onset, apex, offset) of AUs, which could prove very
important when distinguishing, for example, a smile (slow symmetric
action) from a smirk (fast asymmetric action) [87,88].

Koelstra et al. [82,83] propose an appearance-based approach to au-
tomatic coding of AUs and their temporal segments. It presents a
dynamic-texture-based approach based on non-rigid registration
using free-form deformations, in which the extracted facial motion rep-
resentation is used to derive motion orientation histogram descriptors
in both the spatial and temporal domain, which, in turn, form further
input to a set of AU classifiers based onGentleboost and HiddenMarkov
Models. This work represents the first appearance-based approach to
explicit segmentation of detected AUs into temporal segments, showing
thatmodelling the temporal dynamics of facial expressions significantly
improves the performance of such automated systems. Vural et al. [79]
also used appearance‐based features, a bank of 72 Gabor filters, which
are input to separate Support Vector Machines (SVMs) trained for
each target AU. However, neither of these methods will work particu-
larly well if rigid head movements are not properly dealt with, which
is usually a problem with naturalistic, spontaneous data.

The work of Valstar and Pantic [77] can also detect many of the AUs
listed in Tables 1 and 2, including their temporal dynamics (onset, apex,
offset), while handling problems with head movement registration
rather well. In this work, after a number of facial characteristic points
are detected and tracked, a set of spatiotemporal features is extracted
from the trajectories of the tracked points, and a combination of
Gentleboost, Support Vector Machines (SVMs) and Hidden Markov
Models (HMMs) is used to detect AUs and their temporal segments.
Fig. 3 shows an example of using the system of Valstar and Pantic [77]
on a sequence extracted from the Canal9 database.

The only work reported so far on modelling the temporal correla-
tion among different AUs is that by Tong et al. [84,70]. It applies an
appearance-based approach to AU recognition, similar to that by
Littlewort et al. [78], using Gabor features and a set of Gentleboost
classifiers, one for each target AU. Furthermore it uses a Dynamic
Bayesian Network to model the relationships among different AUs.

In their latestwork (2010), Tong et al. [70] also use a set of geometric
features and take into account rigid headmotion by not only modelling
the head pan angle (left–right movement), but also the dynamics be-
tween head pose (which, however, are discretized to states ‘left’, ‘fron-
tal’, ‘right’) and the AUs. They personalise a 3D shape model – 28 facial
feature point coordinates – to a given subject on the frontal‐view face,
which is subsequently projected on a 2D plane and tracked using active
shape models and Gabor wavelets. This 2D geometric shape model is
used to improve AU recognition performance. This latter system has
been tested on spontaneous data with natural head movement and
analysis. ‘Used by’ refers to works using a database specifically for (dis)agreement rec-
Acted’.

SAL SEMAINE Green persuasive Wolf Mission survival

2007 2010 2007 2010 2007

– – – – –

– – – – –

– – – – –

– – – – –

– – – – –

✓ ✓ ✓

E E E A E
✓ ✓ ✓ ✓ ✓

Low High High High High
– – – – –

[65] [66] – [62] [63]



Table 4
A few of the most recent cutting‐edge AU detection systems published. The AUs listed are only the ones that could be relevant to (dis)agreement detection. P means that an AU was
only tested for posed data for a spontaneous AU detection system. The ‘Rigid’ row mentions how each work handles the case of rigid head motion, if at all. The ‘Spont.’ row signifies
if the work has been tested for spontaneous expressions. ‘Temporal’ refers to the onset–apex–offset phases of AUs. The references show the evolution of the system in time, but the
rest of the fields refer to the latest work in each case.

Systems

Whitehill
et al.

Lucey et al. Valstar et al. CERT Yang et al. Koelstra et al. Tong et al.

2006 2007 2007 2008 2009 2010 2010

AU1 ✓ ✓ ✓ ✓ ✓ ✓ ✓

AU2 ✓ ✓ ✓ ✓ ✓ ✓ ✓

AU4 ✓ ✓ ✓ ✓ ✓ ✓ ✓

AU5 ✓ ✓ ✓ ✓ ✓ ✓ ✓

AU7 ✓ P ✓ ✓ – ✓ P
AU9 – P ✓ ✓ – ✓ P
AU10 – – ✓ ✓ ✓ ✓ –

AU11 – – – ✓ – ✓ –

AU12 – P ✓ ✓ ✓ ✓ ✓

AU13 – – ✓ ✓ – ✓ –

AU14 – – – ✓ ✓ ✓ –

AU15 ✓ P ✓ ✓ – ✓ ✓

AU17 ✓ P – ✓ – ✓ P
AU18 – – ✓ ✓ – ✓ –

AU19 – – – ✓ – – –

AU23 – P – ✓ – ✓ ✓

AU24 – P ✓ ✓ – ✓ ✓

AU25 ✓ P ✓ ✓ – ✓ ✓

AU26 – – ✓ ✓ – ✓ –

AU32 – – – ✓ – – –

AU38 – – – ✓ – – –

AU43 – – ✓ – – ✓ –

Rigid – – Affine
Registration

Simple Eye
Alignment

– Affine Registration Explicit Pose‐AU modelling

Temporal – – ✓ – – ✓ –

Spont. – ✓ – ✓ – ✓ ✓

Features Haar
wavelets

AAM 20 points Gabor Haar-like
features

FFD 28 points & Gabor

Method AdaBoost SVM GentleBoost,
SVM–HMM

SVM AdaBoost GentleBoost, HMM AdaBoost, DBN

Data DFAT‐504
(P) [67]

DFAT‐504 (P) [67];
RU‐FACS (S) [68]

MMI (P/S) DFAT‐504 (P) [67];
RU‐FACS (S) [68]

DFAT‐504
(P) [67]

MMI (P/S) [69]; DFAT‐504
(P) [67]; SAL (S) [65]

DFAT‐504 (P) [67]; ISL [70] (P); Belfast [71]
(S); MAD [72] (S); YouTube [70] (S)

Reference [73] [74] [75–77] [78,68,79] [80,81] [82,83] [84,85,70]
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reconfirms the results reported in Valstar and Pantic [77]— the integra-
tion of AU relationships andAUdynamicswith AUmeasurements yields
a significant improvement of AU recognition.

The system presented in this latter work is the only, to our knowl-
edge, attempt towards head pose‐invariant AU recognition. However,
when the target data is spontaneous and fairly unrestricted, keeping
subjects still and their faces nearly‐frontal is not an option. Although
pose‐invariant AU recognition seems to only now start becoming a re-
search focal point, there have been a fair number of attempts towards
pose‐independent facial expression recognition in recent years. Most
of these have been based on 3D face models, e.g., [89–93]. Although
such methods have the advantage of decoupling head pose and facial
expressions analysis, they are usually resource‐intensive, require time‐
consuming initialization and the resulting models are often person‐
dependent and need to be retrained for each expression and head
pose intended to be recognized. There exist two 2D and shape‐free
methods towards solving this issue. Hu et al. [94] recognize facial ex-
pressions at five distinct head pan angles. Rudovic et al. [95] map 2D
fiducial facial points fromhead poseswithin a large range of pan and tilt
rotations to the frontal one, enabling the usage of traditional facial ex-
pression methods, which require a nearly‐frontal face to perform well.
Although theworks discussed above focus on facial expression recogni-
tion of basic emotions, their methods could be adapted for the goal of
head pose‐invariant AU recognition.

We presented, in this subsection, someof the state‐of‐the‐art AUde-
tection systems. The interested reader is encouraged to consult the ex-
haustive surveys on the topic by Pantic and colleagues [87,96,6].
5.2. Head gesture detectors

Another set of cues for which there have been explicit detection
attempts is head gestures, and particularly Head Nods and Head
Shakes, probably the most important cues for our objective (Fig. 4).

Kawato and Ohya [97] developed a method for head nod and shake
detection by using the coordinates of themidpoint between the eyes as
a feature for a rule‐based system. However, the data used was only 450
frames of three subjects who were following instructions in a lab set-
ting. The number of nod and shake instances was not revealed, but an
86.2% of accuracy was reported for a 13.7% of false positive rate.

Kapoor and Picard [98] used the eye pupils' coordinates as features
for their system. A total number of 62 nods and 48 shakes from 10 sub-
jects were recorded using an IR camera, which was post‐processed to
obtain the pupil coordinates.

The gestures were invoked by questions, to which the participants
were instructed to nod for ‘yes’ and shake for ‘no’. Two discrete three‐
state HMMs were trained for nods and shakes and a ten‐frame sliding
window was used for temporal localization. 40% of the data was used
for training and 60% for testing. The results reported were 81.08% accu-
racy for nods and 75% for shakes, but therewas nodiscussion about con-
tinuous recognition.

Tan and Rong [99] also used the coordinates of the midpoint be-
tween the eyes, although it was detected in a different way than in
[97]. Similar to Kapoor and Picard [98] they induced the head gesture
by asking participants a number of factual ‘yes/no’ questions, and
trained two discrete three‐state HMMs for nods – with states ‘Up’,



(a) Frame 1 (b) Frame 51 (c) Frame 54 (d) Frame 56

(e) Frame 58 (f) Frame 60 (g) Frame 63 (h) Frame 73

Fig. 3. The output of the AU detection system of Valstar et al. [77] on selected frames from a 75-frame Canal9 sequence of particularly low rigid head motion. The images show the
automatically detected facebox, and the 20 automatically tracked fiducial facial points (green dots) used as features in the detection system to detect which AUs are present in each
frame — also displayed on each frame above. The system correctly detected the intensely displayed AU1 and AU4, but also the speech-related AU25 in this sequence.
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‘Down’, and ‘None’ – and shakes – with states ‘Left’, ‘Right’, and ‘None’.
They only performed recognition of presegmented sequences with an
82% accuracy for nods and 89% for shakes.

Fujie et al. [100] also implemented a nod/shake detector in the con-
text of Robot–Human Interaction. They used themean optical flow over
the quartiles of the head region as their features to four continuous
HMMs for nod, shake, tilt, stillness and other movements. Their data
consisted of 114 min of posed gestures and 90 min of robot–human in-
teraction. They reported a 79.8% accuracy for nod and 61.4% for shakes
with an 85.5% and 93.1% precision respectively.

Morency et al. [101] used WATSON [102], a head pose tracker that
outputs the three angular head velocities. Each component of the veloc-
ity vector is then independently converted into a frequency‐based fea-
ture which is used in a two‐class SVM. They trained the system with
10 natural head gesture sequences taken from interactions with an em-
bodied agent and 11 posed gesture sequences. The test data consisted of
30 video recordings of 9 subjects interacting with an interactive robot,
for a total of 20,672 frames, out of which 18,246 were non‐gesture
frames. True detection rates reported were 75% for nods and 84% for
shakes for a fixed false positive rate of 0.05. Wang et al. [103] used sim-
ilar data and the same system for feature extraction but focused only on
recognition, assuming segmentation was already complete. They com-
pared 4‐state HMMs – one for each class: nods, shakes and other –

(64.3% accuracy), CRFs with one state per class (68.24% accuracy) and
a new model they introduced for gesture recognition, Hierarchical
CRFs (hCRFs) with 12 states for all classes (85.25% accuracy). Morency
et al. [104] extended this work for continuous gesture recognition, by
introducing yet another model the Latent-Dynamic CRFs (LDCRFs).
They tested the model only for head nods using 79 min of data
containing 269 instances of nods. The accuracy for the new model
ranged from 65 to 75% for a false positive rate of 20–30% outperforming
CRFs, SVMs, HMMs and hCRFs.

Adapted versions of systems like the ones described here could
be used to also detect other head gestures, like the Head Roll or
the Cut Off. In fact, depending on the target data, most of the current
computer‐vision‐based head pose estimation systems (for an ex-
haustive survey refer to Murphy-Chutorian and Trivedi [105]) can
be adjusted for detection of an array of head gestures. However,
no system reported so far attempts the actual detection of these
gestures; only nods and shakes are typically detected.

5.3. Hand and body action detection

Although most of the hand and body‐related cues in Tables 1 and 2
have not been explicitly modelled or addressed in any published work
of our knowledge, they can either be detected with adapted versions
of vision‐based human activity recognition methods, or with hand ges-
ture and pose estimation systems. However, the latter have severe lim-
itations, especially when we do not have 3D hand information. This is
because vision‐based techniques for hand gestures have to deal with
problems like self‐occlusion, the high dimensionality of the problem
(more than 20° of freedom), the environment (background/lighting
conditions, clutter), and the speed of hand motions, which can be par-
ticularly fast and make the problem of hand tracking and hand gesture
recognition rather difficult, considering the low sampling rates of the
widely available monocular cameras [106]. Most of the techniques
available can only deal with a very limited number of hand gestures
and the current limitations – e.g., the hand having to be viewed from
a certain angle or the palm having to face the camera [106] – are forbid-
ding when our target data is fairly unconstrained naturalistic human be-
haviour. For exhaustive surveys of Computer Vision‐based approaches to
hand tracking and hand gesture recognition, the interested reader is re-
ferred to [106].

For our purposes, locating the hand, tracking it, and perhaps being
able to tell if a finger is erect or a palm open would be sufficient.
These are similar to the requirements of automatic sign language trans-
lators, which need hand shapes and locations to interpret signs [107].
Such a system which could be adapted into detecting our (dis)agree-
ment‐relevant hand action cues is the one suggested by [107], which
segments the head region and extracts hand locations with reference
to it, by using a skin colour model and then extracting the handmotion
trajectories. Another system that could be adapted to detect the hand
actions of interest is the work of Ding and Martinez [108] which uses
a particle filter tracker to track hand fiducial points (knuckles, fingertip
and wrist), and can handle cases where the hand occludes the face,
which occur frequently during natural human interactions. The
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Fig. 4. Our optical flow and HMM-based nod and shake detector in action on difficult Canal9 data. Top two rows: a detected subtle head shake. Bottom two rows: the transition from
neither gesture (third row) to a subtle nod (fourth row). The detected face and head angles are shown in each of the displayed frames.
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detection of face occlusions by the hand can also be handled by the re-
cent work of Mahmoud et al. [109]. Note, however, that putting such a
system together has not been reported yet.

Existing work in the highly active field of human activity recognition
and detection can also be used as is or adapted to detect cues, such as the
Forefinger Raise,HandWag,Hand Cross andHands Scissor. Actions like Leg
or Neck Clamp and Arm Folding could also be detected with adaptions of
thesemethods, butwithmore difficulty, andboth dynamic and static fea-
tures would have to be used for better results. Poppe [139] divides
existing work on human activity recognition based on the image repre-
sentations and the classification method used. “Global representations,”
inwhich regions of interest are encoded as awhole to form the image de-
scriptor, have limited applicability as they assume reliable localization of
these areas of interest, which might not be realistic in spontaneous data.
“Local representation” methods usually follow a bottom‐up approach
where salient points are detected with respect to both space and time,
local patches are calculated using these points, and finally the patches
are combined to form a global representation, e.g., [140]. These local
patches are represented by different descriptors throughout the litera-
ture such as extensions of well‐known methods to accommodate for
the dimension of time, such as SURF by Willems et al. [141], histogram
of oriented flow or gradients (HOG/HOF) by Wang et al. [111], and SIFT
by Scovanner et al. [110]. Local representation methods are more robust
in the presence of noise and partial occlusion andmight prove helpful in
detecting hand and body actions relevant to (dis)agreement. Suchworks
include, but are by no means limited to the work of Oikonomopoulos et
al. [140,142,138],Marszałek et al. [126],Mikolajczyk et al. [116], Laptev et
al. [113], Niebles et al. [123], Shechtman et al. [131], Dollár et al. [124],
Wang et al. [111], Willems et al. [141], and Rapantzikos et al. [143,120].

However, most of the existing works on human activity analysis as-
sumesegmentation is a pre‐processing step. Recentworks [127,128,131,
129,130,132–134,136–138] take this into account and have suggested
methods for spatial and/or temporal localization and recognition, which
mainly rely on correlation or voting. Fig. 5 shows an example of using
the work of Oikonomopoulos et al. [138] to detect episodes of ‘Forefinger
Raise’ by employing temporal voting in a 350‐frame unsegmented se-
quence from the highly spontaneous Canal9 database (see Section 4).
Table 5 summarizes works on human action analysis along with the fea-
tures used, whether they can deal with occlusions and dynamic back-
ground, andwhether they require segmentation as a pre‐processing step.

Finally, recent advances in automatic body posture analysis could
prove beneficial in detecting (dis)agreement, as discussed in Section 3.
Significant recentworks havemanaged to reliably estimate body orienta-
tion, such as those by Ando et al. [144], Zhao et al. [145], Van der Bergh et
al. [146], and Enzweiler and Gavrila [147]. The problems of finding the
alignment of one's body in a given interaction, as well as, the detection
of sudden body movements could be solved by using recent humanmo-
tion analysis methods. Such methods are loosely separated in those that



4 This tool is also available online at the SSPNet web portal (http://www.sspnet.eu).

Fig. 5. An example of a forefinger raise detection on Canal9 data using an adaptation of [138]. The top row shows the temporal voting space, where activated ensembles of features in each
frame vote for the starting frameof the action given their location. The frames shownbelow represent thehighest-voted start–end frame combination candidate (Start: 126, End: 140) in a
350-frame sequence. The centres of the circles denote the salient point location,whereas their radius denotes their saliency scale. The second highest ‘peak’ is around the point (281, 264),
which is also a true positive for the gesture of interest.
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use human body models, e.g., [148–151], and those that are model‐free,
e.g., [152–156]. For further information, the interested reader should
read the exhaustive surveys of Poppe [139], Wang et al. [157], Wang
and Singh [158], Gavrila [159], and Aggarwal and Cai [160].

5.4. Detection methods for other cues

In recent years, a lot of research work has also been invested into
gaze tracking. Gaze Aversion and Eye Roll could be a direct application
of any monocular gaze‐tracking system, as those are surveyed by
Hansen and Ji [161]. However, most of those use methods based on
infrared (IR) light sources and cameras, whichmake their use impos-
sible on existing databases that contain episodes of (dis)agreement,
such as the ones presented in Section 4. A few methods presented in
[161], however, do work with natural light [162–167], but they are
still at an early stage and have severe limitations such as a constant
headscale assumption. The only work, to our knowledge, that explic-
itly models and detects Gaze Aversion in natural situations is that of
Morency et al. [168], who distinguished between gaze aversion and
other eye gestures in the context of human–virtual agent interaction
using a monocular visual system. Eye Roll could also be detected as a
direct extension of this work. Finally, methods aimed at detecting
the focus of one's attention in natural interactions such as the recent
work of Voit et al. [169,170], Ba and Odobez [171] and Asteriadis et
al. [13]4 could also be adapted to detect such cues.

Yet another cue, the automatic detection of which has received sig-
nificant attention over the past decade is Laughter, which could be rele-
vant to (dis)agreement detection as discussed in Section 4. Recent work
has analysed laughter and can distinguish it from speech, using auditory
features [172–178] or a fusion of auditory and visual features [179–182].
The auditory features that have been used for laughter classification in-
clude some of the most frequently used features for automatic speech
and emotion recognition, namely Mel‐frequency cepstral coefficients
(MFCC), Perceptual Linear Predictive (PLP) coefficients, pitch, and ener-
gy among others. Visual features include geometric features like fiducial
facial points [181] or appearance‐based features like mean intensities
over the cheeks as in [179]. Similarly, a variety of methods for classifica-
tion have been used including Neural Networks, Hidden Markov
Models, Support Vector Machines, and Gaussian Mixture Models
among others. Although most of the works mentioned above deal with
classification assuming segmentation as a pre‐processing step, there
are a few researchers, e.g., Kennedy and Ellis [172], Laskowski and
Schultz [176], and Knox et al. [177], who have extended their work to

http://www.sspnet.eu
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Table 5
Summary of human action analysis methods that could be used for human action anal-
ysis in our context.

Method Features Occlusion/dynamic
background

Action
detection

Scovanner et al.
[110]

3D‐SIFT No –

Wang et al. [111] 3D gradients No –

Laptev et al. [112] HOG–HOF Yes –

Laptev et al. [113] Space–time interest
points

No –

Gilbert et al. [114] Space–time interest
points

No/yes –

Han et al. [115] HOG/HOF Yes –

Mikolajczyk et al.
[116]

Combination Yes –

Bregonzio et al.
[117]

Space–time interest
points

Yes/no –

Jhuang et al. [118] C‐features No –

Reddy et al. [119] Space–time cuboids Yes –

Rapantzikos et al.
[120]

Salient points No –

Schindler et al.
[121]

C‐features No –

Nowozin et al. [122] Space–time cuboids No –

Niebles et al. [123] Gabor filters Yes –

Dollár et al. [124] Space–time cuboids No –

Schüldt et al. [125] Space–time interest
points

No –

Marszałek et al.
[126]

SIFT–HOG–HOF Yes –

Zelnik-Manor and
Irani [127]

HOG No ✓

Ning et al. [128] Gabor filters Yes ✓

Shechtman and Irani
[129]

Space–time cuboids Yes ✓

Matikainen et al.
[130]

Space–time harris
matrices

No ✓

Shechtman and Irani
[131]

Space–time cuboids Yes ✓

Seo et al. [132] Space–time local
steering kernels

Yes ✓

Hu et al. [133] MHI/HOG Yes ✓

Yuan et al. [134] Space–time invariant
points

Yes ✓

Junejo et al. [135] HOG Yes ✓

Boiman and Irani
[136]

Space–time cuboids Yes ✓

Rodriguez et al.
[137]

3D-MACH Yes ✓

Oikonomopoulos
et al. [138]

Space–time interest
points

Yes ✓
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automatic detection of laughter in unsegmented sequences. Finally, an
interestingwork that detects smiles vs. laughter in multi‐party contexts
is that of Kumano et al. [183].

Other auditory cues like Sighing and throat clearing can also be
detected by adopting methods used for laughter detection, as they
are very similar in nature. This adaptation is made easier as there
exist freely‐available packages, e.g., PRAAT [184], for extracting audi-
tory features like the ones mentioned above. The work of Schuller et
al. [185] can detect sighs, whereas the work of Matos et al. in [186]
can specifically detect Throat Clearing as a sub‐goal to cough
detection.

Recent work on multimodal silence detection during spontaneous
speech [187] could help identify Silent Pauses and calculate Utterance
Length. The latter can also be extrapolated by using the work of Liu et
al. teLiu2006. Liu et al. compareMaximumEntropyModels, Conditional
RandomFields andHiddenMarkovModels in detecting Interruptions on
telephone conversations and on news data. They found that the former,
discriminative models outperform the generative Hidden Markov
Models. Lee et al. [189] can also classify interruptions and achieve a
large improvement by using multimodal cues. Filled Pauses can also be
detected using the work of Goto et al. [190], Gabrea and O'Shaughnessy
[191], Wu and Yan [192], Schuller et al. [185] and Stouten et al. [193].
Audhkasi et al. [194] attempted the detection of this cue during sponta-
neous speech based on the premise that prosodic characteristics are sta-
ble during a filled pause and outperformed the standard methods of
[190] and [193].

When it comes toMimicry there are only a few attempts of automat-
ic detection, one of which is by Keller et al. [35] whomention the possi-
bility of using Motion Energy Analysis [195] to analyse the synchrony
between the movements of the participants in a dyadic conversation.
Pentland [196] measures mimicry (or “mirroring”, as it is called in
[196]) in conversational audio patterns, by using auditory backchannels
and short words. Kim et al. [197] also measured body movement mim-
icry, however by using an accelerometer attached on the body, which
makes it impossible for using in our context of detecting cues related
to agreement and disagreement solely by audiovisual means. Finally,
Kim et al. [198] manually analysed the synchrony of genuine smiles
via visual means in spontaneous human–human dyadic conversations,
i.e., they used human coders to annotate the smiles, which however
could presumably be replaced by automatic annotation tools, e.g., AU
detection systems like the ones in Table 4, for a fully automatic smile
mimicry pattern recogniser. Other important works onmeasuring mim-
icry include the work by Madan et al. [199], Veenstra and Hung [200],
and Kalimeri et al. [201].

5.5. Discussion

This section can serve as a starting point for a researcher who
wants to build a fully‐automated system to detect (dis)agreement.
Such a researcher would without doubt have to tweak most of the
methods described in this section for the dataset in mind and mea-
sure those tools that are accurate in their detection. The real difficulty
would arise when creating detectors for hand and body‐related cues
that have not been explicitly modelled in publicly available tools.
This would require the collection of a number of episodes of said ges-
tures for the training and testing of each detector. The databases de-
scribed in Section 4 are candidates for collecting such data.

6. Existing automatic methods for agreement and disagreement

Tables 4 and 6 summarize some of the above discussed, recently
proposed methods that could be used as is or adapted to detect the
cues relevant to agreement and disagreement, as those listed in
Tables 1 and 2. Yet, in spite of this obvious progress in automatic anal-
ysis of various behavioural cues, not much effort has been reported so
far towards automatic analysis of social attitudes in naturalistic data,
let alone the analysis of (dis)agreement. In this section, we discuss all,
to our knowledge, works (7) that have dealt with the automatic anal-
ysis of (dis)agreement thus far in literature. This discussion includes
important works on (dis)agreement classification as a dialogue act.

Hillard et al. [40] attempted speaker (dis)agreement classification on
pre‐segmented ‘spurts’, speech segments by one speaker with pauses
not greater than 500 ms. The spurt segmentation is reported as an auto-
matic process with human adjustment, without any further explanation
of the process. The authors used a combination of word‐based and
prosodic cues to classify each spurt as ‘positive‐agreement’, ‘nega-
tive‐disagreement’, ‘backchannel’, or ‘other’. Most of the results
reported included word‐based cues, however an overall classifica-
tion accuracy of 62% was reported for a 17% confusion rate between
the agreement and disagreement classes. Similar works by Galley
et al. [41] and Hahn et al. [64] also deal with classifying spurts as dis-
agreement and agreement, with [41] also dealing with finding the
addressee of the action. Germesin and Wilson [57] also deal with
these issues. Wang et al. [220] attempted (dis)agreement detection



Table 6
Methods that could be used as is or adapted for detecting cues for agreement and dis-
agreement. The bolded references are surveys that would aid in the creation of such
tools.

Cue References

Head nod/shake/roll, cut off [97–100,202,101,103,104], [105]
Facial action units see Table 4, [203–205,5,87,96]
Smiles vs smirks [206]
Hand actions see Table 5, [107,108], [207,106,208]
Body actions see Table 5, [157,209–211,139]
Gaze aversion, eye roll, cut off [162,163,202,164–168,212,171,13], [161]
Laughter, sighing [213,172–178,214,179–182,172,176,177]
Throat clearing [186]
Utterance length [40,215]
Filled pause [194,192,191,190]
Pause [216,215]
Interruption [188,189]
Mimicry [35,196,198]
Body posture [139,157–160]
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not on the spurt level, but on the utterance level. However, the fea-
tures used by these works included lexical, structural and durational
cues and are not comparable with other systems based on nonverbal
cues. It is significant to mention, though, that Wang et al. found that
incorporating prosodic features improves the performance over
using lexical‐only features.

The first system that was based solely on nonverbal cues is that by
el Kaliouby and Robinson [202], which attempted (dis)agreement
classification of acted behavioural displays based on head and facial
movements. They used 6 classes: ‘agreeing’, ‘disagreeing’, ‘concen-
trating’, ‘interested’, ‘thinking’, and ‘unsure’. They tracked 25 fiducial
facial points, out of which they extrapolated rigid head motion
(yaw, pitch, and roll), and facial action units (eyebrow raise, lip pull,
lip pucker), but also utilized appearance‐based features to summarise
mouth actions (mouth stretch, jaw drop, and lips parting). They used
HiddenMarkov Models (HMMs) to detect each head and facial action,
by sliding a window of 30 frames – 1 second for their data – at a slid-
ing step of 5 frames. A Dynamic Bayesian Network (DBN) per class
was trained to perform the higher‐level inference of each of the ‘men-
tal states’ mentioned above, allowing for the co‐occurrence of states.
The recognition accuracies were a true positive rate of 76.5% for a
false positive rate of 5.4% for agreement and a true positive rate of
81% for a false positive rate of 0.7% for disagreement.

Sheerman‐Chase et al. [218] are, to our knowledge, the first research
groupwho has attempted recognition of agreement based on nonverbal
cues in spontaneous data. They distinguished between ‘thinking’, ‘un-
derstanding’, ‘agreeing’ and ‘questioning’. However, they did not include
disagreement as a class, because of the lack of data. Their spontaneous
data was obtained by capturing the four 12–minute dyadic conversa-
tions of 6 males and 2 females. The participants were seated limiting
their body and head movements significantly. 21 annotators rated the
clips with each clip getting on average around 4 ratings that were com-
bined to obtain the ground truth label. For the automatic recognition,
tracking of 46fiducial facial pointswas used,which requiredmanual ini-
tialization and re‐initializationwhen failures occurred. The output of the
tracker was then processed to obtain a number of static and dynamic
features to be used for classification. Principal Component Analysis
(PCA) was performed on the tracked points in each video frame, and
the PCA eigen values were used as features. Similarly to el Kaliouby
and Robinson [202], the head yaw, pitch and roll, the eyebrow raise,
lip pucker and lip parting were calculated as functions of these tracked
facial points. Gaze was also estimated in a similar fashion— the eye pu-
pils were among the points tracked. Rigid headmotion, which can often
dominate subtle non‐rigid facial motion, is accounted for by performing
both affine and Levenberg–Marquardt (LM) head pose estimation.
Based on the above, it is implied that a neutral, frontal‐view frame of
each participant is required for some of the static features mentioned
above, i.e., the Action Units and the affine head pose estimation. In addi-
tion to the features above, they used a temporal frame window of four
different scales (80 ms, 160 ms, 320 ms and 640 ms) and fitted a qua-
dratic polynomial to the evolution of their representative static features.
The polynomial coefficients were then used as the dynamic features.
Feature selection and recognition were accomplished with AdaBoost
and the authors claim the results are comparable to human perfor-
mance, with the area under the ROC curve for agreement being 0.70.

Bousmalis et al. [55] is, to the best of our knowledge, the only work
that has attempted recognition of agreement and disagreement based
onmultimodal (audiovisual) spontaneous data. The (dis)agreement ep-
isodes used were part of the Canal 9 Political Debates Database (see
Section 4 formore details on this dataset). The datasetwasmanually an-
notated for the hand and head gestures listed in Tables 1 and 2, with the
exception of a number of them that never appeared in the dataset, and
the addition of the ‘Shoulder Shrug’ and ‘Forefinger Raise‐Like’ gestures.
The latter is a ‘Forefinger Raise’ without an erect index finger. Funda-
mental frequency (F0) and energy were automatically extracted. This
work attempted feature‐level fusion of themultiple modalities and pre-
sents results obtained by applying Support Vector Machines (SVMs),
Hidden Markov Models (HMMs), and Hidden Conditional Random
Fields (HCRFs) to the problem of automatic (dis)agreement recognition.
It was shown that the latter technique is more suitable for learning the
dynamics of the different modalities. Moreover, an automatic model
analysis technique for HCRFs is presented, which allows the ranking,
according to importance, of the information used by the model. The
findings support the fact that the Head Nod and Head Shake, which
are considered themost prevalent cues in agreement and disagreement
respectively (see Section 3), are also found to be themost discriminative
cues by this analysis. Bousmalis et al. also experimentedwith a nonpara-
metric version of the Hidden Conditional Random Fields (iHCRF) in
[219] on the same data, and found that the iHCRF is able to learn the la-
tent structure of the model without specifying a priori the appropriate
number of hidden clusters of cues.

There are many possible avenues for future research in this area.
One of the most interesting ones involves research with analysing
(dis)agreement as a dimension. This presents particular challenges,
as discussed in Section 7 and any advancement in that front will ad-
vance relevant research in continuous and dimensional analysis of
behavioural data in general.

7. Challenges

The automatic analysis of spontaneous agreement and disagree-
ment is still very much a daunting task. There are many challenges
in detecting spontaneous agreement and disagreement as is evident
in the works that have attempted it.

Agreement and disagreement like all social attitudes are intrinsi-
cally ambiguous, high‐level semantic events, which typically include
interactions with the environment and causal relationships. Nonver-
bal behavioural cues cannot always unequivocally be associated to a
specific emotion or social attitude. As mentioned in Section 2, it is
the temporal interaction of a variety of cues that will allow us to iden-
tify a specific social attitude. It will be interesting to see if it is possible
to differentiate these social attitudes from others e.g. disagreement
from disinterest or dislike. Culture is another challenging factor that
has to be taken into serious consideration when analysing such be-
haviour. We discussed in Section 2 some of the cues, such as the
head nod, the head shake, and the forefinger raise, that may have dif-
ferent interpretation in different cultures. In fact, no complete system
of detecting (dis)agreement or any other social attitude can be suc-
cessful if culture‐specific cues and intricacies are not taken into ac-
count. Similarly, it's important to consider context as a factor that
may affect behaviour. Context plays a crucial role for the interpreta-
tion of social attitudes. For example, environmental aspects such as
the level of visibility and noise influence the behaviour that is



217K. Bousmalis et al. / Image and Vision Computing 31 (2013) 203–221
manifested, e.g. lack of proximity due to physical constraints. On the
other hand, societal aspects such as the formality of the situation
and previously established roles and relations of the persons in-
volved, and individual aspects such as the personality and affective
state influence not only the choice of cues to be shown but the inter-
pretation of the observed collection of cues as well.

However, the challenges of achieving this goal start from naturalistic
data collection and annotation. The domain is still in its early stages and
nomajor efforts have been done yet for the collection of data specifical-
ly aimed at the analysis of social attitudes. Most of the works in the lit-
erature use data originally aimed at different purposes (e.g., broadcast
material, like the Canal9 Database, which has severe disadvantages, pri-
marily the pre‐edited single feed by multiple cameras, as discussed in
Section 4) and annotated ad-hoc for analysing some specific social phe-
nomena (e.g., the subset of the AMIMeeting Corpus annotated in terms
of dominancewhile originally aimed at speech recognition and comput-
er vision goals). Nevertheless, the need for data is of paramount impor-
tance, as one can notice by examining Table 3 of available data for (dis)
agreement analysis. Obtaining the ground truth can be very challenging
and requires a strict data annotation protocol regarding the definition of
(dis)agreement for the annotators, but also regarding the starting and
ending points of such an episode. However, social interactions involve
a large variety of aspects and no standard annotation or data collection
protocol seems to be easy to implement. There is currently a significant
need for such data in order for the field to be able to move forward.
Without a significant effort for data collection and annotation it will
be impossible to tackle solutions to problems like distinguishing dis-
agreement from disinterest and dislike; distinguishing between real
and fake agreement; recognizing prefaced disagreement.

Approaching agreement and disagreement in a dimensional way pre-
sents its own challenges. Themain reason for it is the absence of data an-
notated in such a way and the considerable difficulty to obtain it.
Annotation of spontaneous social attitudes is particularly hard even in a
categorical approach. Dimension‐based annotation of a spontaneous da-
tabase, e.g. Canal9 [47], in terms of agreement and disagreement would
require an annotation tool such as the FeelTrace, which is commonly
used for continuous annotation of dimensional data [222]. Such a tool
could allow observers to watch a recording andmove their cursor within
an emotional space to rate their impression about the emotional state of
the subject. This could be the 2D emotional space of valence‐arousal or a
1D space of an agreement–disagreement dimension, where the highest
value could signify strong agreement, whereas the lowest value strong
disagreement. This would involve a large number of annotators, as an-
notator agreement in dimensional annotations tends to be one of the
most challenging issues in dimension‐based behaviour analysis [7].
However, the biggest challenge yet, when it comes to approaching
the automatic detection of (dis)agreement in a dimensional way, is
the lack of machine learning techniques that are able to sufficiently
tackle the problem. A model that could be used for this task is the
Conditional State–SpaceModel [223], however it is unable to capture
latent structure which is vital for such complex behaviour. Specifi-
cally, there is a need for effective regression models that are able to
capture latent structure, but also model temporal interactions.

The problem of the appropriate computational model for the task is
still present even when our labels are discrete. The question of what is
the most appropriate model for the interaction of all the potential
cues is still unanswered. Choosing, for example, the number of potential
hidden states for a model with latent variables is not intuitive for our
task. An interesting approach is the use of nonparametric models,
which allows the convergence to an appropriate model driven by the
data. Preliminary results for using nonparametric models to agreement
and disagreement analysis [219] show promising results for this kind
of approach to modelling data for social attitudes. Another modelling
challenge to consider is the fusion of the different modalities. We
know that the integration of multiple modalities produces superior re-
sults in human behaviour analysis when compared to single‐modal
approaches. The analysis of agreement and disagreement is no different
as one can see in [55]. Many of themultimodal systems in the field per-
formdecision‐level data fusion inwhich the input fromeachmodality is
modelled independently and the individual recognition results from
each classifier are fused at the end. However, this results in the loss of
information of mutual correlation between the modalities. A number
of model‐level fusion methods have been proposed that make use of
the correlation between auditory and visual streams [6], however fur-
ther work is needed in order to address issues such as modelling the
temporal correlations within and between modalities.

Furthermore, the analysis of high‐level behavioural events such as
(dis)agreement requires very accurate recognition of certain very spe-
cific cues. There has been significant progress in computer vision
when it comes to detecting low‐level behavioural cues, including some
of the ones needed to detect agreement and disagreement, as one can
see in Section 5. However, the quality of these tools is not yet at the
pointwhere one can use these tools without significantly sacrificing de-
tection rates of the social attitudes. It is important to keep in mind that
these tools, as well as any methodology towards the detection of spon-
taneous agreement and disagreement, will always be bound by the
quality and amount of data available to researchers.

8. Conclusion

This paper has provided an overviewof the cues (Tables 1 and2) that,
based on Social Psychology literature, could be useful when attempting
to automatically detect episodes of (dis)agreement as they naturally
occur in discourse. From this overview, it becomes apparent that it is
the temporal interaction of these potential cues thatwillmake the differ-
ence in detecting agreement and disagreement. We have also presented
a number of databases of spontaneous human behaviour, many of which
are rich in (dis)agreement episodes. However, it is evident that there is
still a great need for data collection and annotation in order for the
field to move forward. Moreover, we surveyed the state‐of‐the‐art
methods that could be used as is or extended (Tables 4, 5 and 6) to detect
the (dis)agreement‐relevant behavioural cues in such databases. Spe-
cialized tools for many (dis)agreement‐related cues still need to be de-
veloped. It is important to keep in mind that any computational model
for (dis)agreement will heavily rely on the detection accuracy of these
tools. Finally, we discussed the very few attempts (Table 7) reported to-
wards the multi‐cue analysis of (dis)agreement episodes, which are
however limited to classification. Only one of the proposed systems are
multi-modal, and only two of them are based solely on nonverbal fea-
tures. From these two, only one was tested on spontaneous data. There
is still no work on the detection (dis)agreement, nor is there any work
on (dis)agreement as a dimension. The latter is a particularly challenging
task, yet an approach to (dis)agreement that may better reflect all the
different kinds of (dis)agreement that are possible. As discussed in
Section 7, we can conclude that automatic detection of (dis)agreement
is yet to be achieved and that deep investigations of how best to reach
this goal are yet to be conducted. However, we believe that this work
can serve as an introductory reading to researchers interested in the
problemof automatic detection of spontaneous agreement and disagree-
ment based on nonverbal cues and their temporal dynamics.
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Table 7
Summary of the existing systems that have attempted (dis)agreement classification.

Method Features Classifier Data Spontaneous

Hillard et al. [40] (2003) Verbal, pause, fundamental frequency (F0), duration Decision tree ICSI [61] ✓

Galley et al. [41] (2004) Verbal Bayesian network ICSI [61] ✓

el Kaliouby et al. [202] (2004) Head nod, head shake, head turn, head tilt, AU1, AU2, AU12, AU16,
AU19, AU20, AU25, AU26, AU27

HMM, DBN Mind reading [217] –

Hahn et al. [64] (2006) Verbal Contrast classifier, SVM ICSI [61] ✓

Sheerman-Chase
et al.

[218] (2009) Head yaw, head pitch, head roll, AU1, AU2, AU12, AU18,
AU20, AU25, Gaze, head pose

AdaBoost own ✓

Germesin and
Wilson

[57] (2009) Verbal, pitch, energy, duration, pauses, speech rate Decision tree, CRF AMI [56] ✓

Bousmalis et al. [55,219] (2011) Pitch, energy, head nod, head shake, forefinger raise,
‘forefinger raise’‐like, forefinger wag, handwag, hands scissor, shoulder shrug

SVM, HMM, HCRF, iHCRF Canal9 [47] ✓

Wang et al. [220] (2011) Verbal, pause, duration, speech rate, pitch, energy, vowel duration CRF DARPA GALE [221] ✓
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