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Abstract— Deep Convolutional Neural Networks (DCNNs)
are currently the method of choice for tasks such that objects
and parts detections. Before the advent of DCNNs the method of
choice for part detection in a supervised setting (i.e., when part
annotations are available) were strongly supervised Deformable
Part-based Models (DPMs) on Histograms of Gradients (HoGs)
features. Recently, efforts were made to combine the powerful
DCNNs features with DPMs which provide an explicit way
to model relation between parts. Nevertheless, none of the
proposed methodologies provides a unification of DCNNs with
strongly supervised DPMs. In this paper, we propose, to the
best of our knowledge, the first methodology that jointly trains
a strongly supervised DPM and in the same time learns the
optimal DCNN features. The proposed methodology not only
exploits the relationship between parts but also contains an
inherent mechanism for mining of hard-negatives. We demon-
strate the power of the proposed approach in facial landmark
detection “in-the-wild” where we provide state-of-the-art results
for the problem of facial landmark localisation in standard
benchmarks such as 300W and 300VW.

I. INTRODUCTION

Objects and parts detections in unconstrained imagery are
challenging problems in the intersection of machine learning
and computer vision with many commercial applications.
Object detection general refers to the problem of determining
generic objects bounding box positions in given images
such as faces or humans detections used in the surveillance
system [52], [26]. Currently, various state-of-the-art methods
in generic objects detections capitalise on the power of Deep
Convolutional Neural Networks (DCNNs) to learn features
that are approximately invariant to object’s deformations
[19], [39], [25] and [33].

On the other hand, in the problem of estimating the
position of objects parts e.g., facial landmark localisation,
it is advantageous to learn and use the relationship between
parts. Hence, many popular methods such as strongly super-
vised Deformable Part-based models (DPMs) [30], Active
Appearance Models (AAMs) [6] and Constrained Local
Models (CLMs) [7] learn statistical models for both object’s
appearance and shape (deformations). Traditionally, these
methods represented the appearance of the object by hand-
crafted features namely Scale-Invariant Feature Transform
(SIFT) and Histogram of Gradient (HoG). However, with
the availability of a large amount of annotated data, cas-
cade regression methodologies, have started to become quite
popular and achieved state-of-the-art results. Arguably the

most prominent cases are the Supervised Descent Method
proposed in [48], [47] which is based on HoG and the
recently introduced end-to-end trainable architecture MDM
[40] which combines shallow Convolutional Neural Net-
works (CNNs) and Recurrent Neural Networks (RNNs) to
learn a cascade regression from image pixels to landmark
positions. The above-noted methods require an initialisation,
generally provided by the application of a face detector. For
the case of large pose variations the current state-of-the-art
includes the use of very deep neural network architectures,
inspired by body pose estimation which first learn store maps
for each part and then regress the score maps to part locations
[4] (the object’s shape is implicitly modelled in the regression
step). Nevertheless, such methods have not reported results
in the current established benchmarks such as 300W [36],
[35] and 300VW [38], [5].

Our idea in this paper is to bridge the gap between
DPMs and current DCNNs methods, leading to an end-
to-end trainable DPM architecture where the features are
learned by fully convolutional deep neural networks. By
explicit statistical modelling of the object’s deformation, we
do not only learn better final responses for face detection and
landmark localization but also refine the fully convolutional
network that learns the score map for each part. Please see
Fig. 1 for an example.

II. RELATED WORK

Before the advent of DCNNs the methods of choice
for object detection were variants of DPMs [11], [12].
In original discriminatively trained DPM architecture [11],
the part representation did not necessarily correspond to
semantically meaningful parts of objects (also referred as
weakly supervised DPMs). That is, the parts were discov-
ered automatically using the latent Support Vector Machine
(SVM) architecture in order to facilitate object detection.
Furthermore, in order to model deformations, a simple star
graph was chosen that describes the object in various scales.
Nevertheless, soon it was made evident that if the parts
were provided by a human annotation process then training
a DPM with strong part supervision not only leads to better
detection performance, but also much fewer data are required
for training a good object detector [30], [51].

Fallen out of fashion due to the rise of SVMs, CNNs has
been brought to the attention again in 2012 by Krizhevsky
et al.[23]. They showed substantially higher image clas-978-1-5386-2335-0/18/$31.00 c©2018 IEEE
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Fig. 1: (a) Ground-truth face landmarks locations. (b) Land-
marks obtained from our end-to-end DPMs on top of DCNN
heat-map. (c) The appearance model learned from our pre-
trained DCNN. (d) The maximum likelihood estimate of the
landmarks extracted from the appearance model (c). (e) The
appearance model learned from our end-to-end DCNN. (f)
The maximum likelihood estimate of the landmarks extracted
from the appearance model (e). By incorporating an explicit
geometry prior, we can improve on the prediction results
(compare (b) to (d) and (f)).

sification accuracy on the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) [34] by training a large
classification DCNN, now known as AlexNet, on 1.2 million
labelled images. The current state-of-the-art methods for
object detection make use of classification DCNNS and
object proposals. Notable examples include R-CNN [16],
Fast R-CNN [15], Faster R-CNN [33] and SSD [25]. A link
between weakly supervised DPMs and CNNs was made in
[17].

One of the first approach to combine DPMs with CNNs
was made in [37] (so-called C-DPM) where convolution
layers of the AlexNet network were used as a feature
extractor in a weakly supervised DPM. They reported that
by substituting baseline HoG feature with AlexNet feature,
they obtained a substantial boost in performance. However,
it still cannot compete with the R-CNN. Another early
approach is the so-called DenseNet [20] which provides
dense, multi-scale features pyramid from AlexNet that can
substitute low-level feature pyramid such as HoG that has
been used widely in deformable models. A method that
combined DCNN pyramidal features with weakly supervised

DPMs was proposed in [32] and achieved state-of-the-art
performance for face detection.

An interesting point is raised by Faceness-Net [49]
which considered face detection from a different perspec-
tive through scoring facial parts responses by their spatial
structure and arrangement. They trained independent CNNs
for each part of the face (e.g.hair, eyes, nose, mouth, beard)
to create part response map in which they call “partness”
map. A set of candidate windows are then generated (similar
to proposing regions in the R-CNN) to be scored based
on the combined partness maps. Lastly, the high scored
candidates are refined further by being fed to a jointly trained
face classification and bounding box regression CNN whose
features are based on AlexNet. With this approach, they
achieved outstanding performance on face detection chal-
lenge in the wild [22] [30]. This gives an insight that facial
landmark localisations using DPMs, even by using a heuristic
approach, with convolution features may also benefit from
using different features for each facial landmarks or even
from only sharing features with the neighbour landmarks that
look similar e.g.. landmarks around eye browns can share the
same classification CNN.

Our model is related to [50] but is different in many ways.
Compared to our model which use mixtures of components
to represent the object such as faces at many viewpoints,
they use a single component with the mixture of parts which
is more suitable for the task of human pose estimation
since each part can have various appearance due to extreme
orientations and occlusions. Furthermore, the DCNN in our
model also takes into account the problem of objects and
parts detections at multiple scales.

Based on the evidence above we propose to develop a
mixture of DPMs for jointly solving face detection, pose es-
timation, and landmark localisation based on part-dependent
features that learned by DCNNs. Our approach is end-to-
end trainable and learns jointly both the images features
filters and DPMs part filters. Contrary to the state-of-the-
art approaches, such as MDM, our approach does not need
any initialization. Furthermore, it can nicely be combined
with MDM and even trained in an end-to-end manner. The
combination of our approach with MDM produces state-of-
the-art results in the standard benchmarks in facial landmark
localisation, such as 300W and 300VW.

III. MODEL

We use the model of [14] and [30] to combine appearance
and deformation terms. That is, objects are represented
by a collection of parts, and they are acyclic connected
with deformable configuration. Each model’s part captures
local appearance’s properties by producing part’s response
map. To reduce complexity, their spring-like connections
are deliberately modelled by quadratic distances between
connecting parts locations. Although the model can express
variations in object appearance and shape, mixture models
are used to deal with significant object variations such as
pose and rotation. Lastly, since the models capture object



and part locations at a single scale, image pyramids are used
to determine object at multiple scales.

To describe the models formally, let each tree model be
Tm = (Vm, Em) where m indicates a mixture, and Vm and
Em are tree vertices and connecting edges respectively. For
a positive image I, let `i = (xi, yi) be a location of part
i ∈ Vm. A configuration of parts L = {`i : i ∈ Vm} can be
scored as described below:

C(I,L,m) = Am(I,L)− Sm(L) + αm (1)

Am(I,L) =
∑
i∈Vm

wm
i · φm(I, `i) (2)

Sm(L) =
∑

ij∈Em

(amij , b
m
ij , c

m
ij , d

m
ij ) · φ̄m(`i, `j) (3)

The score C(I,L,m) in (1) is the appearance scores in (2)
minus its shape deformation cost in (3) plus bias αm which
determine how likely that an object and its parts will be in
an image I at configuration L.

1) Parts appearance term: The parts appearance term in
(2) is the summation over each part between the product
of part parameter wm

i and a patch of extracted feature
φm(I, `i). In [31] and [14], φm(I) is computed by HOG
feature for every mixture m. In our model, φm(I) is the
features extracted by a DCNN that is based on ResNet-50.
The overall DCNN architecture is shown in Fig. 2. We
use skip layers [18] that take intermediate layer activations
as inputs and perform simple linear operations on those
using convolutions. In particular, we pool features from
layers conv1, block2/unit4, block3/unit6, block4/unit3 which
show up as C1, · · · , C4. Modifying [3] slightly, we process
these intermediate layers with batch normalization [21] as
B1, ..., B4 to bring the intermediate activations to a common
range. To account for the varying face sizes in images we
employ a 3-scale pyramid with tied weights of our proposed
network where at scales 2 & 3 we down-sample the image
by half and quarter times respectively by using a 2D average
pooling operation. To aid the learning of the model we add
intermediate supervision using our loss function K at each
of the 3 scales and also to the final multi-scale fused result.

In [30], the term wm
i · φm(I, `i) in (2) is used to produce

a response map for each landmark. However, we use our
network to produce each landmark response map directly.
In particular, the outputs of the network are a stack of
each part’s response map that has the same size as the
given image I with |Vm| + 1 channels where |Vm| is the
number of landmarks and 1 represents an extra background
class. Finally, the softmax function is used to produce the
probability of the ith part at location `i. In our case, the
term wm

i acts as the coefficients that allow the scores of
each mixture to be comparable.

2) Deformable configuration term: The deformable terms
define the penalty of the distance between the locations of
the connecting parts from their rest locations. The parameters
(amij , b

m
ij , c

m
ij , d

m
ij ) in (3) penalize locations that are further

away from their ideal locations vmij . Given connecting parts
location `i and `j , φ̄(`i, `j) is the quadratic and linear

B1
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Fig. 2: The proposed multi-scale ResNet-50 based architec-
ture.

distance between `i and `j relative to vmi defined as:

φ̄(`i, `j) = (dx2ij , dxij , dy
2
ij , dyij) (4)

where (dxij , dyij) = (xi, yi) + vmij − (xj , yj). To keep the
model simple, the ideal location vmij are fixed and precom-
puted by averaging the distance between parts locations after
procrustes analysis of all positive examples within the same
mixture.

3) Bias term: Finally, the bias term αm is a scalar prior
associated with each mixture m. It helps the scores of
multiple models to be comparable when we combine them
into mixture models.

IV. INFERENCE

Face and landmarks detection in an image I given model
parameters correspond to maximizing the score C(I,L,m)
in (1) over all configurations L and mixtures m:

C∗(I,L,m) = max
m

(max
L

(C(I,L,m))) (5)

In order to separate positive examples from negative exam-
ples, we put a threshold to the above score. Considering
the appearance scores in (2) and the deformable cost in
(3), it is easy to see that the complexity is dominated
by the latter as it required to compute the values at each
connecting part location `i and `j . Solving this problem
naively by iterating through each two possible locations `i
and `j would take O(h2) where h denotes the number of
possible locations. However, because the model is assumed to
be a tree and the deformable costs are in quadratic terms, this
problem can be solved by using dynamic programming and
generalized distance transforms [13] which is very efficient
and can reduce the complexity to be O(h). Hence, the overall
complexity of solving the inference problem is O(M |Vm|h)
where M is the number of mixtures and |Vm| is the number
of parts in each mixture.



V. MODEL LEARNING

To put in the simplest form, our end-to-end model is to
put together the DCNN that produce face landmarks response
with DPMs that learn to classify mixture of face examples
from negative examples. Since multiple faces “in the wild”
datasets are annotated with part locations, but without pose,
we define the mixture by clustering the procrustes analysis
of landmarks annotations.

A. Pretraining DCNN

We use a ResNet-50 based DCNN to produce each object
part response feature with |Vm| + 1 channels that are up-
sampled to the same size as the given image. For a given
positive image I and its landmark’s locations L = {`i :
i ∈ Vm}, we define ground-truth key-points K at each part
channel i as:

K(I, i, `i) =

{
1, if ||`i − ˜̀

i|| ≤ δ
0, otherwise

(6)

where ˜̀
i is the ground truth landmark location and δ is a

constant scalar threshold. During pretraining the DCNN, we
conducted multiple experiments with different values of δ
varied from 1-10 (pixel). We found that 4 resulted in the best
performance, and we kept it constant throughout our end-to-
end training. The ground-truth key-points have value 1 inside
the box, and value 0 outside the box at the corresponding
part channels. On the other hand, the ground-truth key-points
K are all 0 for negative examples.

Let φm(I) be the DCNN feature that fused response maps
at multiple scales of the pyramid and let K(I) be the stack
ground-truth key-points of each part, we use discrete cross-
entropy HI(p, q) = −

∑
L p(I, L) log q(I, L) as the loss

function between the predicted features and the ground-truth
key-points. In addition, we assist the training by also adding
intermediate supervision using the same loss function at each
scale of the pyramid. Hence, the final loss function is:∑

I

(HI(K,φ
m) +

∑
s

HI(K,φ
m
s )) (7)

where φms (I) is the intermediate feature at each scale s.
By employing a 3-scale pyramid, the network can be

trained with face images at multiple scales. Initially, we aid
the training by only feeding images with a single face that are
cropped proportionally to the face size. Later, the network
is trained with images of faces from the dataset directly.
For simplicity, we do not distinguish features of different
mixtures at this stage (i.e.M = 1).

B. End-to-end Training

Traditionally, the DPMs are trained discriminatively with
Latent-SVM [14] or MI-SVM [1]. Given labelled positive
examples {I,L, y = 1} and negative examples {I, y =
−1}, learning parameters is formulated by the hinge-loss as
follows:

1

2
β · β + C

∑
I

max(0, 1− y(βm · ψm(I,L))) (8)

where βm = (..., wm
i , ..., (a

m
ij , b

m
ij , c

m
ij , d

m
ij ), ..., αm) is the

concatenation of all model parameters and ψm(I,L) =
(..., φm(I, `i), ..., φ̄

m(`i, `j), ..., 1) is the concatenation of
the corresponding features. The configuration L for each
negative example is the configuration with the highest score
computed by inferencing with current model parameters. The
term βm · ψm(I,L) is in fact the score C(I,L,m) defined
in (1). The hinge-loss states that the scores of all positive
examples should be greater than 1 while the score of negative
examples should be lower than -1.

1) Adding DCNN loss: By using only the loss function
in (8) for end-to-end training, we found that although the
model may improve face detections, the learned features are
unsuitable for the task of parts detection. As can be seen
in Fig. 3b, the response map of the features learned end-
to-end with (8) are more scattered around the ground-truth
landmarks compared to the pre-trained network that uses the
loss function (7) in Fig. 3a. In order to help the model solve
both problems of face and landmark detection, we use the
combination of loss functions from (7) and (8). With the
combined loss functions, the response map of the extracted
feature is improved significantly as shown in Fig. 3c.

2) Multi-class classification loss: Having a mixture of
models, the problem of faces and parts detections are ac-
tually classification problem between each mixture and the
negative class. However, traditionally DPMs were trained as
binary classification problem for each mixture independently.
During inference time, the mixture with the highest score
is chosen as the predicted class. Interestingly, once we run
the experiments with our mixture models, we found that
end-to-end training does affect the magnitude of positive
examples scores of each mixture differently. Specifically,
some mixtures tend to give scores that are in order of
magnitude higher than other mixtures even though the given
example does not belong to the mixture. We found that
mixtures with a fewer number of examples tend to give
scores to positive examples relatively higher than the other
mixtures. As a result, this behaviour worsens the accuracy for
parts detections. Since this issue did not occur in the past for
[14] and [51], we argue that when the models are trained end-
to-end, the DCNN feature enable the DPMs to discriminate
the positive and negative examples significantly better than
HoG. As a result, the distance between the support vectors
of positive and negative classes for each mixture is further
away, creating an ambiguity between mixtures.

In order to also solve the aforementioned ambiguity prob-
lem, we propose to use the multi-class hinge loss that also
recognizes negative class. Given labelled positive examples
{I,L, m̃} where m̃ is a true mixture and negative examples
{I}, we define the loss function as:

1

2
β · β + C

∑
I

∑
m

max(0, C̃m) (9)



(a) The pre-trained model learned using the
loss function (7).

(b) The end-to-end model learned using the
loss function (8).

(c) The end-to-end model learned using the
combined loss functions of (7) + (8).

Fig. 3: The response map of our ResNet-50 based DCNNs that are produced with different loss functions.

where

Cm = βm · ψm(I,L) (10)

C̃m =


1− (Cm̃ − Cm), if I is positive and m 6= m̃

1− Cm̃, if I is positive and m = m̃

1 + Cm, otherwise
(11)

On top of penalising positive examples that score less than
1 and negative examples that score greater than -1, inspired
by [44] this loss function also gives the penalty when the
scores of the given positive examples with true mixture are
not greater than the scores of other mixtures by at least 1.
With (9), the inference problem still remains the same as
described in (5), but the relationship between each mixture’s
score are also considered as part of the loss function.

C. Training Algorithm

Our end-to-end model is jointly trained with DCNN loss
(7) + multi-class hinge loss (9). During training with stochas-
tic gradient descent, we compute the gradient of (7) and sub-
gradient of (9). With back propagation, DPM parameters are
updated w.r.t. (9) while DCNN parameters are updated w.r.t
(7) + (9). The end-to-end training algorithm is fully described
in Algorithm 1.

The function dcnn-loss(Ii,Ki) compute DCNN loss in
(7). The function detect-best(m, Ii) find landmarks with the
highest score described in Section IV. The function dpm-
score(m,L) compute DPM score in (1). The function dpm-
loss(score) compute multi-class hinge loss in (9). Lastly
the function Adam( 1

i

∑b
i=1 TotalLossi) trains β with adam

optimizer.
In a similar manner, the model can be easily combined,

in an end-to-end fashion, with methods that improve the
accuracy further (e.g., MDM).

VI. EXPERIMENTAL RESULTS

To demonstrate the improvement of our model, we focus
our experiments on the task of facial landmark detection
and tracking on “in-the-wild” datasets 300W [36], [35] and
300VW [38], [5] respectively. Throughout our experiments,
we used only 5 mixture components as it already covers most
of common pose variations and achieve good results.

Data: (I1,L1,K1,m1), ..., (In,Ln,Kn,mn)
Parameters: β
Result: new parameters β
for number of epoch do

for i← 1 to b do
DCNNLossi ← dcnn-loss(Ii,Ki) Scores← [ ]
for m← 0 to M do

if mi == −1 or mi 6= m then
L← detect-best(m, Ii)

else
L← Li

end
Score← dpm-score(m,L)
Append Score to Scores

end
DPMLossi ← dpm-loss(Scores,mi)
TotalLossi ← DCNNLossi + DPMLossi

end
β ← Adam( 1

i

∑b
i=1 TotalLossi)

end
Algorithm 1: End-to-End training algorithm

A. Training Databases

We train our model with the 300W database annotated
with 68 landmarks. The training set consists of the LFPW
train set [2], Helen train set [24] and AFW [30] and are
combined into 3148 images. The databases contain images
of faces under large variations such as pose, occlusion,
expression, illumination, age, etc.. The negative examples
are 1218 images from the INRIAPerson database [8] which
tend to be outdoor scenes that do not contain people.

B. In-house baseline

In addition to comparing our results with other state-of-
the-art systems, we evaluate various versions of our ap-
proaches. We define an out-of-the-box DPM model in [30] as
HOG+DPM*. We define RES to be the maximum likelihood
estimate of our pre-trained DCNN response map. Similarly,
we define RES* to be the maximum likelihood estimate of
our end-to-end model’s DCNN response map. We define
RES+DPM* to be a DPM model that trained on the fixed
pre-trained DCNN feature. We define RES*+DPM* to be our
end-to-end models trained with the binary hinge loss defined



in (8). Lastly, we define RES*+MUL DPM* as our end-to-
end models trained with the multi-class hinge loss defined
in (9).

C. Landmark Localisation on Static Images

We present experimental results on static images using the
very challenging 300W benchmark. The error is measured
using the point-to-point RMS error normalized with the
interocular distance and reported in the form of Cumulative
Error Distribution (CED). We evaluated our models with two
setting between 68 landmarks and 51 landmarks where jaw
line’s predictions are ignored.

1) Self evaluation: Fig. 4 show our self-evaluations with
51 (top) and 68 (bottom) landmarks. Both results show
a similar trend between the performance of each model.
There are couple interesting points to notice from the results.
Firstly, all of our models outperform the base-line DPMs
model (HOG+DPM*) in [30]. In addition, compared to our
pre-trained DCNN, our end-to-end training also improve the
maximum likelihood estimate of the DCNN by a big margin.
As we mentioned in Subsection V-B, the performance of
end-to-end training using loss function (8) (RES*+DPM*)
is actually decreased to be roughly at the same level as
the maximum likelihood estimate of our pre-trained DCNN
(RES). Our best in-house model is RES*+MUL DPM*
which is trained end-to-end with loss function (7) + (9).
Please note that our model (RES*+MUL DPM*) already
produces competitive results with the state-of-the-art model
MDM whose initialisations are taken from DPMs [28].
Nevertheless, we also combine our model with MDM by
utilising our predictions as its initialisations and obtain state-
of-the-art results (RES*+MUL DPM*+MDM).

2) Comparison with State-of-the-art: Fig. 5 compares our
best in-house model (RES*+MUL DPM*) and our combined
model (RES*+MUL DPM*+MDM) with the results of the
latest 300W competition [35], i.e.Cech et al.[43], Deng et
al.[9], Fan et al.[10], Martinez et al.[27] and Uricar et
al.[42]. Our combined method (RES*+MUL DPM*+MDM)
outperforms all competitors. Besides, it should be noted that
the participants of the competition did not have any restric-
tions on the amount of training data and we only used 3148
positive examples. Finally, Table I reports the area under
the curve (AUC) of the CED curves, as well as the failure
rate (FR) for a maximum error of 0.1. Our combined model
(RES*+MUL DPM*+MDM) achieved remarkable AUC and
FR for 68 landmarks at 60.52 and 3.67% respectively.

D. Landmark Tracking on Videos

For the task of face landmarks tracking, we evaluate
our models with the challenging database of the 300VW
challenge [38], [5]. The benchmark consists of 114 videos (∼
218k frames in total) and includes videos captured in totally
arbitrary conditions (e.g.severe occlusions and extreme pose).
The database is separated into 3 categories, each indicates
different levels of difficulties. In order to show the robustness
of our model, we choose to show the results in category 3
which is the most difficult category [5]. To test our model’s

Fig. 4: Our in-house Landmark localization results on the
300W testing dataset with 51 (top) and 68 (bottom) points.
The results are reported as Cumulative Error Distribution
of RMS point-to-point error normalized with interocular
distance.

limit further, we perform the tracking by only applying
face and landmark detection on each frame independently
without any pre-initialisation nor failure checking between
the frames.

We compare our models (RES*+MUL DPM*) and
(RES*+MUL DPM*+MDM) against the participants of the
300VW challenge: Deng et al.[9], Unicar et al.[41], Xiao et
al.[46], Rajamanoharan et al.[29], and Wu et al.[45]. Fig.
6 shows the CED curves for video in category 3 while
Table II reports the corresponding AUC and FR measures.
Our combined model (RES*+MUL DPM*+MDM) is among
the state-of-the-art results and achieves the fewest failure
rate at 9.61%. However, it should be highlighted that the
participants were allowed to use more training data. Besides,
our model does not require any initialization nor make use
of temporal modelling opposed to the rest of the methods.

VII. CONCLUSIONS AND FUTURE WORKS

A. Conclusions

We propose to bridge the gap between mixtures of DPMs
and current DCNN methods, leading to an end-to-end train-
able DPM architecture where the features are learned by fully
convolutional deep neural networks. In particular, our model
is the deep extension of the strongly-supervised DPMs for
face detection, pose estimation, and landmark localisation



Fig. 5: Our state-of-the-art comparison Landmark localiza-
tion results on the 300W testing dataset with 51 (top) and
68 (bottom) points. The results are reported as Cumulative
Error Distribution of RMS point-to-point error normalized
with interocular distance.

[30]. By explicit statistical modelling of the object’s defor-
mation, we do not only learn better final responses for face
detection and landmark localization but also refine the fully
convolutional network that learns the score maps for each
part.

B. Future Works

Contrary to other state-of-the-art approaches, our approach
does not need any initialization. Although our model can be
combined with MDM and produces state-of-the-art results
in the standard benchmarks in facial landmark localisation
300W and 300VW, the combined approach can even be
trained in an end-to-end manner as an interesting future
work.
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