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Abstract— 3D statistical shape models are widely used in
modelling 3D shapes such as human faces and bodies. The
limitation of such model is that, once built, the model can only
represent 3D shape instances of a fixed mesh topology. While
some applications may require a shape model of a different
mesh topology, the model building pipeline has to be repeated
with the new template, which could be time and computational
resource consuming. In other cases only the statistical model is
available and access to the original data is not possible. In
this paper, we present a method to reparameterise a given
3D statistical shape model to any topology without using any
training data. We also show that the reparameterised model
achieves comparable performance as the original model.

I. INTRODUCTION

3D statistical shape models are widely used for modelling
human faces [1][2], bodies [3][4][5] as well as objects
such as human bones and organs [6]. The idea of building
statistical shape model is to perform PCA on a set of
registrations aligned to a pre-defined template, the shape
space is then parameterised by the principal components.
Once a statistical shape model is trained, the topology of
the instances in the model space is then fixed. However, in
many applications, a model with a different topology might
be useful. For example, in [7], in order to reconstruct the
3D structures of human faces in 2D images, an accurate
high resolution per-vertex texture model is needed. In [8],
the pose dependent shape variations are modelled with a
matrix of dimension 3N × 9n, where N is the number of
vertices in the registration and n is the number of joints in
the skeleton structure of the template. For these applications,
one may prefer to reuse a model instead of repeating the
model training pipeline with another template, since it could
be quite demanding in terms of computational time. In other
cases it would not even be possible because access to the
original training data is prohibited.

Motivated by the aforementioned problems, we propose
a simple, yet very efficient, method of reparameterising
statistical shape models given a new template of a different
topology. Our method is based on the probabilistic nature of
statistical shape models. Given a model and a new template,
we solve for a covariance matrix for the new model directly
without using or generating any training data. We present
the formulation and solution of the problem in section III.
In section IV, we present both qualitative and quantitative
evaluation of our method. Finally in section V, we summarise
our contribution and provide ideas for future work.

II. RELATED WORK

The original formulation of 3D Morphable Models
(3DMM) was proposed by [1], where they construct 3D face
shape models by performing Principal Component Analysis
on a set of training face meshes in full correspondence.
3DMMs have since been widely applied to human face
modelling. While [2] and [9] showed the linear PCA based
3DMMs can capture the identity dependent variations in
human faces, such as gender, ethnicity and age, the work
of [7] and [10] also modelled the expression variations. The
success of 3DMM is due to the fact that the identity and
expression variations in human faces can be well approxi-
mated by a hyper-planar manifold in Euclidean space [11],
the face shape space can then be parameterised by the axes
of the manifold where the captured variance is maximised.
The same assumption holds for human body shape variations
related to identity [3][4][5][8].

For nonlinear variations such as human body pose
changes, the most commonly used approach is blend skin-
ning, where each vertex in the pre-defined template is
transformed as a function of the neighbouring bones. In
this case the model is parameterised by the parameters of
the blend skinning function. We refer the reader to [8]
for a detailed review on blend skinning methods. [10] also
modelled variations such as jaw movement in faces with
blend skinning. [12] used blend skinning method to model
the pose changes of hands.

We aim to reparameterise 3D statistical models. For PCA
based models, our goal is to reparameterise the principal
components. For blend skinning based models, the goal is
to reparameterise the per-vertex parameters of the blend
skinning function. To the best of our knowledge, this is the
first work on reparameterising statistical shape models.

III. METHODOLOGIES

A. Problem Formulation

Assuming a set of D aligned 3D meshes are given, where
each mesh mi with N vertices is represented by an 3N ×
1 vector [x1, y1, z1, ..., xN , yN , zN ]T . From the probabilistic
view, a PCA-based statistical shape model assumes the shape
variations can be modelled with a normal distribution [13]:

u ∼ N (µ,Σ) (1)

where the mean vector µ and the covariance matrix Σ are
computed from the data as:

µ =
1

D

D∑
i=1

ui (2)
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Σ =
1

D − 1

D∑
i=1

(ui − µ)(ui − µ)T (3)

Given an N1-vertexed model M1: N (µ1,Σ1) and a
new template m2 represented as µ2 with N2 vertices, the
problem of reparameterising M1 to be used with m2 can be
considered as an optimisation problem, where the covariance
matrix Σ2 which minimises the difference between the old
model M1 and the new model M2 need to be solved. With
the probabilistic formulation of PCA-based shape models, we
solve for Σ2 by minimising the Kullback-Leibler divergence
between M1 and M2:

Σ2 = argmin
Σ

DKL(WN (µ1,Σ1)||N (µ2,Σ)) (4)

where W is a 3N2 × 3N1 matrix which maps M1 to the
same 3N2-dimension as µ2.

By setting the derivative of Eq 4 w.r.t. Σ to 0, the new
covariance matrix can then be obtained:

Σ2 = WΣ1W
T + (µ2 −Wµ1)(µ2 −Wµ1)

T (5)

B. Computing the W matrix

The performance of the new model depends on the choice
of the matrix W. Ideally, the new model M2 can model the
exact distribution of WM1 if Wµ1−µ2 = 0, therefore we
want Wµ1 to be as close to µ2 as possible.

Assuming the new template m2 has been non-rigidly
aligned to the template m1 of M1. The vertex to surface
correspondences from m2 to m1 can be computed. We can
then define W as the matrix which maps the N1 vertices
of m1 to the N2 points on its surface corresponding to the
vertices of m2, in this way the distance between Wµ1 and
µ2 is minimised while preserving the surface property of
m1.

Such matrix W can be arranged as a sparse matrix of
N2 × N1 blocks, where each block is a 3 × 3 submatrix.
Suppose the closest point of vertex vi ∈ m2 on the
surface of m1 is (ti,xi), where ti = (a, b, c) is the
index of the corresponding triangle face defined by three
point with index a, b and c, and xi = (ui, vi, wi) is the
barycentric coordinate of this point within triangle ti. We
then set block (i, a), (i, b) and (i, c) of matrix W as follows:

a b c



... ... ... ... ... ... ...

i ...

ui 0 0

0 ui 0

0 0 ui

...

vi 0 0

0 vi 0

0 0 vi

...

wi 0 0

0 wi 0

0 0 wi

...

... ... ... ... ... ... ...

Setting the blocks in such way for all N2 vertices gives us
the final W matrix, where the rest of the entries remain
zero.

C. Blend Skinning Models

For human bodies, PCA based shape models are com-
monly used to model only the identity dependent shape

changes, while the pose changes are modelled with blend
skinning methods. Here we consider the formulation pro-
posed by [8], in which they used linear blend skinning
method to model the pose changes of human bodies, as
well as pose blend shape to model the pose-dependent shape
changes. We use the matrix W to transform the vertex based
parameters in their model such as the blend skinning weights
and pose blend shapes. The pose blend shape models the pose
dependent deformations of the N vertices in the template
while the n joints rotate. The pose blend shape is linear
with respect to the joint rotation matrices, therefore it is
represented by a 3N × 9n matrix. We compute the pose
blend shape of our new model as:

P2 = WP1 (6)

The blend skinning weights define how much the transfor-
mation of the n joints affect the transformation of the N
vertices. It is represented by an N ×n matrix. We rearrange
our W matrix as a N2×N1 matrix W′. For each pair of ver-
tex to surface correspondence vi and ((a, b, c), (ui, vi, wi)),
we set the entries (i, a), (i, b), and (i, c) of W′ as:

a b c


... ... ... ... ... ... ...

i ... ui ... vi ... wi ...

... ... ... ... ... ... ...

We then compute the new blend skinning weights as:

B2 = W′B1 (7)

IV. EVALUATION

We evaluate the proposed method with statistical models
of faces and bodies. For faces, we build a model of 8082
vertices with 2500 randomly selected scans from the MeIn3D
[2] dataset following the pipeline proposed in the original
paper. We aim to reparameterise the model to have 15176
vertices. 2000 registrations were used for training, and 500
registrations were also aligned to the new template for test-
ing. For bodies, we train a shape model of 6890 vertices with
1657 randomly selected meshes from the MPII Human Shape
dataset [14] following the pipeline proposed in [8]. More
specifically, we align the meshes to the template used by [8]
with non-rigid icp [15], then normalise the registrations to
T-pose before performing PCA to build the body model. We
then reparameterise the model to have 10412 vertices, and
test the models with 500 registrations.

A. PCA-based Shape Models

We first visually inspect the quality of the new model
by comparing its first few principal components with the
components of the original model. In figure 1 we visualise
the first three principal components of the original and new
models from -3 to +3 standard deviation. We observe that
each principal component of the new models retain similar
variations as in the original models.



Fig. 1. Visualisation of the first three principal components at -3 and +3 standard deviations. The red meshes indicate the original model, while the gray
meshes indicate the new model.

We then compare the original model and the new model in
terms of their compactness, generalisation, and specificity as
proposed by [16]. Compactness is the percentage of variance
in the training data that is explained by the model. Figure 2
shows the variance retained by the original and new model
while a certain number of principal components are kept. For
both the body and face models, the principal components of
the new model are able to explain nearly the same percentage
of variance as the original model. Therefore we consider the
new model to be as compact as the original model.

Generalisation measures the model’s ability of generalis-
ing to new instances that are unseen during the training. We
project each of the models to the test set, and compute the
mean of the average per-vertex euclidean distance between
the model reconstruction and the testing instances to obtain
the generalisation error for each model. Note that during
training, we scale our templates to fit inside box of diagonal

(a) Body Model (b) Face Model

Fig. 2. Compactness of the Original and Reparameterised Models.

1. Thus the generalisation and specificity error are measured
at this scale. For both the body and face models, the
difference between the generalisation error of the new and
original model is smaller than 0.001. Therefore we believe
that the new models computed with our method can achieve
comparable generalisation ability as the original models.



(a) Body Model (b) Face Model

Fig. 3. Generalisation Error of the Original and Reparameterised Models.

Specificity evaluates the validity of instances generated
by the model. For each model, we randomly generate 1000
samples from the model, and compute the averaged per-
vertex euclidean distance between each instance and its
nearest neighbour in the test set. We then average this error
over all 1000 samples as the specificity error of this model.
The specificity errors for the face and body models are
plotted in figure 4. We observe that for the face model,
the new model computed with our method have smaller
specificity errors. And for the body model, the new model
have specificity error larger than the original model, but
the difference between the specificity error is smaller than
0.001. Therefore we believe that the new models can generate
similar random instances as the original models.

(a) Body Model (b) Face Model

Fig. 4. Specificity Error of the Original and Reparameterised Models.

B. Blend Skinning Models

We animate the body models with poses from the UP-3D
dataset [17] to inspect the quality of the new blend skinning
parameters. Some examples of the animated meshes are
presented in figure 5. We observe that the animated meshes
have smooth surface, which suggests the reparameterised
blend skinning weights are able to represent the relations
between each vertex in the new template and the joints
correctly. Also the pose blend shapes are able to preserve
the muscle bulging details given by the original model and
the bending artefact around the joints resulted from the linear
blend skinning method is corrected accordingly.

V. CONCLUSION

In this paper we have presented a method to reparameterise
3D statistical shape models given a new template. We have
computed a transformation matrix to transform the model
template that we wish to reparameterise to be at the same

Fig. 5. Visualisation of the animated blend skinning models. Red meshes:
animation result of the original model with 6890 vertices. Gray meshes:
animation result of the reparameterised model with 10412 vertices.

dimension as the new template. For PCA based models, we
then computed a new covariance matrix by minimising the
KL-divergence between the original model and the reparam-
eterised model. For blend skinning based models, we have
transformed the per-vertex parameters with our transforma-
tion matrix. We have showed that the reparameterised models
are as compact as the original model, and generalise equally
well while being more specific than the original model.
We have also demonstrated that the reparameterised blend
skinning models are able to preserve the surface details of
the original model.

In future work, we will explore further the performance
of our method by applying the reparameterised models to
mesh registration, 3D reconstruction of 2D images, and dense
shape regression problems.
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